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PREFACE

This second edition has been completely revised to include the latest advances
in drug discovery, development, clinical trials, manufacturing, and regulatory
processes. At the end of each chapter is a case study to provide more in-depth
perspectives and current issues facing the pharmaceutical industry. A summary
of important points and questions and answers are added to each chapter for
reference.

In writing this edition, I am grateful to Dr. Loh Kean Chong, Dr. Ng Kok
Chin, and Dr. Matthias Brand for their comments and suggestions. Ms. Lim
Bee Ting and Mr. Joash Chong meticulously checked through the manuscript,
and Ms. Tang Meiyuat helped to prepare all the graphics. My daughter,
Ashleigh, managed the electronic files throughout the editing process.

Rick NG
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1.1 AIM OF THIS BOOK

10
12
14
16
16
16
17

The pharmaceutical industry is perhaps one of the most regulated industries
in the world. From discovering a new drug to registering it for marketing and
commercialization, pharmaceutical organizations have to negotiate through

very complex and lengthy processes.

The intention of this book is to provide an overview of how a drug is dis-
covered, the amount and types of laboratory tests that are performed, and the
conduct of clinical trials before a drug is ready to be registered for human use.
Of importance is the role of regulatory authorities in these processes. Through

Drugs: From Discovery to Approval, Second Edition, By Rick Ng
Copyright © 2009 John Wiley & Sons, Inc.



2 INTRODUCTION

Exhibit 1.1 FDA Definition of a Drug

“An active ingredient that is intended to furnish pharmacological activity
or other direct effect in the diagnosis, cure, mitigation, treatment, or pre-
vention of a disease, or to affect the structure of any function of the
human body, but does not include intermediates used in the synthesis of
such ingredient.”

legislation the regulatory authorities oversee the safety and efficacy of drugs.
This book aims to integrate, in a simplified manner, the relationships between
all these complex processes and procedures.

To establish a frame of reference, it is appropriate to commence with a
definition for the term “drug.” Generally, a drug can be defined as a substance
that induces a response within the human body, whether the response is ben-
eficial or harmful. In this context, toxins and poisons can be classified as drugs.
However, the term “drug” used in this book is strictly reserved for a medicinal
substance, which provides favorable therapeutic or prophylactic pharmaceuti-
cal benefits to the human body. Readers are referred to Exhibit 1.1 for a defi-
nition of drug according to the Food and Drug Administration (FDA) of the
United States.

It should be noted that the descriptions in this book on discovery and regu-
latory processes are mainly for ethical drugs, as opposed to over-the-counter
(OTC) drugs. Ethical drugs require prescriptions by physicians, whereas OTC
drugs can be purchased from pharmacies without prescriptions. The OTC
drugs are mainly established drugs with long histories of use and are deemed
to be safe enough to be taken without supervision by physicians.

There is a further differentiation of ethical drugs into new drugs (those
covered by patents) and generics (copies of drugs that have expired patents—
see Case Study #10). Most of the descriptions in this book apply to new
drugs.

1.2 AN OVERVIEW OF THE DRUG DISCOVERY AND
DEVELOPMENT PROCESS

Although human civilization has been experimenting and consuming drugs for
many centuries, it is only in the past hundred years that the foundation was
laid for the systematic research and development of drugs. Readers are
referred to Appendix 1 for a brief description of the history of drug develop-
ment since ancient times.

Today, personnel from a myriad of fields are involved in the process of drug
discovery and development, from scientists, clinicians, and medical practitio-
ners to statisticians. Even persons from seemingly disparate occupations, such
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Figure 1.1 The stages from drug discovery to marketing approval.

as economists, lawyers, and regulatory staff, play a vital role as well. Previously,
the main scientific personnel in the discovery process have been synthetic
chemists. Now molecular biologists, biochemists, microbiologists, engineers,
and even computer scientists play equally important roles in the drug discov-
ery and development processes. The reason for this is that drug discovery and
development has made a quantum leap forward in recent times with progress
in genomics/proteomics and biotechnology. In addition, advances in laboratory
equipment automation and high-speed computing have assisted in analyzing
and processing large data sets. Personnel with different disciplines and exper-
tise are needed to discover and develop drugs targeting diseases at the cellular
and molecular levels.

Itis estimated that,on average, a drug takes 1012 years from initial research
to reach the commercialization stage. The cost of this process is estimated to
be more than US$1 billion. From discovery to marketing approval of a drug,
the stages involved are shown in Fig. 1.1.

Drug Discovery: This process involves finding the target that causes or leads
to the disease. Next, chemical or biological compounds are screened using
specific assays and are tested against these targets to find leading drug candi-
dates for further development. Many new scientific approaches are now used
to determine targets (most targets are receptors or enzymes) and obtain the
lead compounds, including the use of genomic and proteomic technology,
synthetic chemistry, recombinant DNA (rDNA) technology, laboratory auto-
mation, and bioinformatics.

Drug Development: Tests are performed on the lead compounds in test
tubes (laboratory, in vitro) and on animals (in vivo) to check how they affect
the biological systems. The tests, often called preclinical research activities,
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include toxicology, pharmacodynamics, and pharmacokinetics, as well as opti-
mization of drug delivery systems. Many iterations are carried out, and the
leading compounds are modified and synthesized to improve their interactions
with the targets, to reduce toxicity, or to improve pharmacokinetic perfor-
mance. At the end of this process, an optimized compound is found and this
becomes a potential drug ready for clinical trial in humans. The development
work has to follow Good Laboratory Practice (GLP) to ensure that proper
quality system and ethical considerations are established. Only compounds
that satisfy certain performance and safety criteria will proceed to the next
stage of clinical trial.

Clinical Trials: These are trials conducted on human subjects. The pertinent
parameters for clinical trials are protocols (methods about how trials are to
be conducted), safety and respect for human subjects, responsibilities of the
investigator, institutional review board, informed consent, trial monitoring,
and adverse event reporting. Clinical trials must follow regulations and guide-
lines from the FDA, the European Medicines Agency (EMEA) of the
European Union (EU) or European Member States, Japan’s Ministry of
Health, Labor and Welfare (MHLW), or regulatory authorities in other pro-
spective countries where the drug is intended to be registered and commercial-
ized. Clinical trials are conducted in accordance with Good Clinical Practice
(GCP).

Manufacturing: The drug designated for clinical trials and large-scale pro-
duction has to be manufactured in compliance with current Good Manufactur-
ing Practice (cGMP; the word “current” denotes that regulations change from
time to time and the current regulations have to be applied) following US
FDA requirements, EU Regulations or Directives, or International Confer-
ence on Harmonization (ICH) guidelines. Regulatory authorities have the
right to conduct inspections on pharmaceutical manufacturing plants to ensure
they follow cGMP guidelines so that the manufactured drug is safe and effec-
tive. A quality system has to be set up such that the drug is manufactured in
accordance with approved procedures. There must also be an audit trail (i.e.,
traceability of materials and processes) as well as appropriate tests being
conducted on the raw materials, intermediates, and finished products. The
emphasis is that drugs should be safe, pure, effective, and of consistent quality
to ensure that they are fit to be used for their intended functions.

Marketing Application: A drug is not permitted for sale until the marketing
application for the new drug has been reviewed and approved by regulatory
authorities such as the US FDA, the EU EMEA, or Japan’s MHLW. Extensive
dossiers and samples, if required, are provided to the authorities to demon-
strate the safety, potency, efficacy, and purity of the drug. These are provided
in the form of laboratory, clinical, and manufacturing data, which comply with
GLP, GCP, and cGMP requirements. After the drug has been approved and
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Exhibit 1.2 Did You Know?

Total drug development time grew from an average of 8.1 years in the
1960s to 11.6 years in the 1970s, to 14.2 in the 1980s, to 15.3 years for drugs
approved from 1990 through 1995. Another report in 2003 has put the
figure at 11.8 years. Pharmaceutical companies and regulatory authorities
are working together to reduce this time span.

The average cost of developing a new drug is estimated to be about
US$1-1.2 billion, including expenditures on failed projects. This amount
is about four times the price of an Airbus A380 at US$270 million, or five
times that of a Boeing B-787 Dreamliner at US$200 million.

Typically, tens of thousands of compounds are screened and tested, and
only a handful make it onto the market as drug products. The statistics
are such that, of the 5000-10,000 compounds that show initial promise,
five will go into human clinical trials,and only one will become an approved
drug.

Sources: (1) PhARMA (Pharmaceutical Research and Manufacturers of America) Press
Release dated November 14, 2006. http://www.who.int/mediacentre/factsheets/fs310/en/
index.html [accessed April 19, 2007]. (2) CNN.com. Largest Passenger Jet Unveiled,
January 18, 2005. http://www.cnn.com/2005/BUSINESS/01/18/airbus.380/ [accessed April 19,
2007]. (3) Tufts Center for the Study of Drug Development. http://www.bizjournals.com/
sanfrancisco/stories/2006/12/04/newscolumn3.html [accessed September 26, 2007].

marketed, there is continuous monitoring of the safety and performance of
the drug to ensure that it is prescribed correctly and adverse events (side
effects) are reported and investigated. The advertising of drugs is also scruti-
nized by regulatory authorities to ensure that there are no false representa-
tions or claims for the drugs.

Subsequent chapters will elaborate on each of these processes. An overview
of the complexity, time, and cost of developing a new drug is shown in Exhibit
1.2.

1.3 THE PHARMACEUTICAL INDUSTRY

The pharmaceutical industry as we know it today started in the late 1800s. It
started with the synthetic versions of natural compounds in Europe (refer to
Appendix 1).

Drug discovery and development is mainly carried out by pharmaceutical
companies, universities, and government research agencies, although there are
increasing activities in the start-up and smaller companies that specialize in
particular fields of research. A substantial number of the research findings and
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potential drugs from the start-ups,smaller companies, universities,and research
organizations are, however, licensed to the multinational pharmaceutical com-
panies for clinical trials, manufacturing, marketing, and distribution. Alterna-
tively, alliances are formed with the multinational pharmaceutical companies
to develop or market the drugs. A primary reason is the huge cost involved in
drug development and commercialization.

In 2006, the combined worldwide pharmaceutical market was around
US$643 billion. The distribution of the market (in US$ billion) is shown in
Table 1.1. From this data, it is evident that the United States, Europe, and Japan
account for almost 85% of the worldwide pharmaceutical market. The regula-
tory authorities in these countries are hence very important to the pharmaceu-
tical companies to ensure their products are approved for commercialization.

Table 1.2 shows the top 10 drugs in 2006; with the exception of Enbrel
(a biopharmaceutical, large molecule drug—see Chapter 4), all the others are

TABLE 1.1 Global Pharmaceutical Sales by Region, 2006

2006 Sales Global Sales Growth from

World (US$ billion) (%) Previous Year (%)
North America 290.1 45.1 +8.3
European Union (France, 1232 19.1 +4.4

Germany, Italy, Spain,

and the UK)
Rest of Europe 66.1 10.3 +7.8
Japan 64.0 10.0 -0.4
Asia, Africa, and Australia 66.0 10.3 +10.5
Latin America 33.6 52 +12.7

Total 643.0 100.0 +7.0

Source: IMS. IMS Health Reports Global Pharmaceutical Market Grew 7.0 Percent in 2006 to $643
Billion.http://www.imshealth.com/ims/portal/front/articleC [accessed April 20, 2007].

TABLE 1.2 Top 10 Best-Selling Products, 2006

Product Therapy Company
Lipitor Cholesterol reducer Pfizer
Nexium Antiulcerant AstraZeneca
Advair/Seretide Antiasthmatic GSK

Plavix Antiplatelet BMS
Norvasc Calcium antagonist Pfizer
Enbrel Antirheumatic Amgen
Singulair Antiasthmatic Merck
Prevacid/Ogastro Antiulcerant Abbott
Zyprexa Antipsychotic Eli Lilly
Stilnox Hypnotic Sanofi-Aventis

Source: IMS Health. http://open.imshealth.com/dept.asp?dept%SFid=4 [accessed April 20,
2007].
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small molecule synthetic drugs (see Chapter 3). However, biopharmaceuticals
have become increasingly important in the last two decades, when the first one
was introduced. The biopharmaceutical market has grown substantially com-
pared to the small molecule drugs. For comparison, Table 1.3 presents the top
10 biopharmaceuticals (biologics) in 2006. Out of the 101 “blockbuster” drugs
(sales greater than US$1 billion) in 2006, 18 are biopharmaceuticals.

Most of us are familiar with the effects of cholesterol. Exhibit 1.3 provides
an explanation of how cholesterol is formed and the mechanism of action for
Lipitor and Zocor in lowering the sterol.

Acid reflux and heartburn are conditions that affect many of us from time
to time. Exhibit 1.4 describes the proton pump inhibitor, Nexium, and its
predecessor, Prilosec, and how they work as antiulcerants.

TABLE 1.3 Top 10 Best-Selling Biopharmaceuticals, 2006

Product Therapy Company

Enbrel Arthritis Amgen, Wyeth

Aranesp Anemia Amgen

Rituxan Non-Hodgkin’s lymphoma  Biogen Idec, Genentech, Roche
Remicade Crohn disease, arthritis Johnson & Johnson, Schering-Plough
Procrit/Eprex Anemia Johnson & Johnson

Herceptin Breast cancer Genentech, Roche

Epogen Anemia Amgen

Neulasta Neutropenia Amgen

Human insulin  Diabetes Novo Nordisk

Avastin Colon cancer Genentech, Roche

Source: Biologic Drug Report. http://www.biologicdrugreport.com/leading.htm [accessed May 25,
2007].

Exhibit 1.3 Cholesterol and Cholesterol-Lowering Drugs

Cholesterol is a fat-like substance (a sterol) that is present in our blood
and all the cells. It is synthesized within the body or derived from our diet.
Cholesterol is an important constituent of the cell membrane and
hormones.

Cholesterol is carried in the bloodstream by lipoproteins such as low
density lipoprotein (LDL, or “bad cholesterol”) and high density lipopro-
tein (HDL, “good cholesterol”). LDL carries cholesterol from the liver
to other parts of the body. LDL attaches to receptors (see Chapter 2) on
the cell surface and is taken into the cell interior. It is then degraded and
the cholesterol is used as a component for the cell membrane. When there
is excessive cholesterol inside the cell, it leads to a reduction in the
synthesis of LDL receptors.
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The number of active LDL receptors is also affected by a condition
called familial hypercholesterolemia, in which there is a defective gene
coding for the receptor. In either case, the reduction of active receptors
means that the LDL carrying cholesterol is unable to enter the cell inte-
rior; instead, it is deposited in the arteries leading to the heart or brain.
These deposits build up over time and may block blood supply to the
heart muscle or brain, resulting in a heart attack or stroke. In contrast,
HDL transports cholesterol from other parts of the body to the liver,
where it is degraded to bile acids.

An enzyme (see Section 2.6) called HMG-CoA reductase is involved
in the biosynthesis of cholesterol. Drugs such as atorvastatin (Lipitor) and
simvastatin (Zocor) are competitive inhibitors of HMG-CoA reductase.
They inhibit cholesterol synthesis by increasing the number of LDL
receptors to take up the LDL.

Exhibit 1.4 Nexium

Nexium (esomeprazole magnesium, AstraZeneca) is a drug termed as a
proton pump inhibitor. It turns off the secretions of acid into the stomach.
When less acid is produced, there is a reduced amount of acid that can flow
back up from the stomach into the esophagus to cause reflux symptoms.

Esomeprazole is the S-isomer of omeprazole (Prilosec), which is a
mixture of the S- and R-isomers. Prilosec, for many years a best selling drug,
is  5-methoxy-2-[[(4-methoxy-3,5-dimethyl-2-pyridinyl)methyl]|sulfinyl]-
1H-benzimidazole. Its empirical formula is (C;;H;sN;0;S),Mg-3H,0O with
a molecular weight of 767.2 as a trihydrate and 713.1 on an anhydrous
basis.

It should be noted that there are normally three names associated with
a drug: the trade or proprietary name (e.g., Nexium), generic or nonpro-
prietary name (esomeprazole), and a specific chemical name for the active
ingredient. In the case of esomeprazole, the active ingredient is the
S-isomer of benzimidazole.

Sources: Food and Drug Administration. Nexium. http://www.fda.gov/cder/foi/label/2006/
021153s0221bl.pdf [accessed July 27, 2007].

The top 10 pharmaceutical companies in July 2007 are shown in Table 1.4.
These 10 companies account for almost half the global sales of drugs. Of

significance is that, in the same period, the companies collectively spent in
excess of US$40 billion in research and development (R&D). This amount is

more than 10% of their sales revenues, showing the importance of R&D for

these companies.
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TABLE 1.4 Top 10 Pharmaceutical Companies, July 2007

Market Capitalization

Rank Company (USS$ billion)
1 Pfizer 173
2 GlaxoSmithKline 143
3 Novartis 127
4 Roche 123
5 Sanofi-Aventis 114
6 Johnson & Johnson (Diversified Healthcare) 178
7 Merck 112
8 AstraZeneca 83
9 Abbott 81

10 Wyeth 68

Source: Yahoo! Finance. http://biz.yahoo.com/p/510conameu.html [accessed July 27, 2007].
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Figure 1.2 R&D investments by research-based US pharmaceutical companies.
Source: The Pharmaceutical Research and Manufacturers of America (PhRMA).
Pharmaceutical Industry Profile 2006. http://www.phrma.org/files/2006 %20Indusry %20
Profile.pdf, and http://www.phrma.org/news_room/press_releases/r %26d_spending_
by_u.s._biopharmaceutical_companies_reaches_a_record_%?2455.2_billion_in_2006/
[accessed July 7, 2007].

Further examples of R&D investments into drug research by research-
based US pharmaceutical companies from 1980 to 2006 are shown in Fig. 1.2.
The enormous spending on R&D has escalated in recent years. According to
reports by The Pharmaceutical Research and Manufacturers of America
(PhRMA), US pharmaceutical companies have almost doubled their R&D
spending every five years since 1980. Out of every five dollars earned in sales,
a dollar is put back into R&D. In 2006 the US pharmaceutical industry spent
$55.2 billion to develop new drugs.
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TABLE 1.5 Number of New Drugs in Development (Clinical or Later
Development) in 2006

Number in Number in
Disease Target Development Disease Target Development
Cardiovascular 303 Cancer 682
disorders
Neurologic disorders 531 Psychiatric disorders 190
HIV/AIDS 95 Diabetes 62
Arthritis 88 Infections 341
Alzheimer’s disease 55 Asthma 60

and dementia

Source: The Pharmaceutical Research and Manufacturers of America (PhRMA). Pharmaceutical
Industry Profile 2006. http://www.phrma.org/files/2006 %20Indusry %20Profile.pdf [accessed July
27,2007].

TABLE 1.6 Top Five Biopharmaceutical Companies, July 2007

Rank Company Market Capitalization (US$ billion)
1 Genentech 79
2 Amgen 66
3 Gilead Science 24
4 Celgene 22
5 Biogen Idec 19

Source: Yahoo! Finance. http://biz.yahoo.com/p/515conameu.html [accessed July 27, 2007].

Pharmaceutical firms have to ensure that there is a pipeline of new and
better drugs to return the substantial investments made. It is estimated that
large pharmaceutical firms need 4-5 new drugs approved every year to main-
tain their premium positions. However, most firms are far short of this target,
with only about 1-2 new drugs approved per year. Table 1.5 presents a snap-
shot of the number of new drugs being developed by US companies in 2006.

Biopharmaceutical products make up around 10% of the total pharmaceu-
tical markets of US$643 billion. However, the growth rate for biopharmaceu-
ticals is high, and it is expected that half the total pharmaceutical market will
be biopharmaceuticals within the next 10-20 years. The top five biopharma-
ceutical companies are listed in Table 1.6.

1.4 ECONOMICS OF DRUG DISCOVERY AND DEVELOPMENT

The pharmaceutical market is very competitive. It is imperative that pharma-
ceutical companies (including biotechnology companies), large or small,
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Figure 1.3 Expenses and revenues curve for a new drug.

discover and develop drugs efficiently and within the shortest time span to
remain competitive.

Figure 1.3 shows the expenses versus revenues for a company’s investment
in developing a new drug. Up until the clinical stage, the investment is sub-
stantial in the discovery and development processes. The largest cash demand
is in the clinical trial stages, where hundreds and thousands of human subjects
have to be recruited to test the drug.

A positive return of revenue only occurs after the drug has been approved
by regulatory authorities for marketing. The overall profitability of a drug is
the difference between the positive returns and the negative expenses
within the patent period of 20 years. After that period, if the patent is not
extended, there is no further protection on the intellectual rights for the
drug.

After patent expiry, generic drugs from other companies are unencumbered
by patent rights infringement and can encroach into the profitability of the
company that developed the original patented drug. It is thus crucial that drugs
are marketed as quickly as possible to ensure there is a maximum patent cov-
erage period and to be “first to market,” to establish a premium position. When
cimetidine (Zantac, GlaxoSmithKline) came off patent in the United States,
it lost almost 90% of sales within four years (from $2.085 billion in 1995, to
$277 million in 1999).

Exhibit 1.5 provides a brief explanation of patents. Patents are the pillars
that support the drug industry. In contrast, traditional medicines, which are
mainly derived from natural products of plant or animal origins, are not pat-
entable. This is because traditional medicines consist of a multitude of com-
pounds and it is difficult to establish patent claims based on varying quantities
of materials.
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Exhibit 1.5 Patents

A patent is a right granted by a government for any device, substance,
method, or process that is new, inventive, and useful. The patent discloses
the know-how for the invention. In return for this disclosure, the owner
of a patent is given a 20 year period of monopoly rights to commercial
returns from exploiting the invention.

There are two ways to register patents: either through applying in
individual countries, which means multiple applications for different
countries, or through designating the desired countries in a single applica-
tion using the Patent Cooperation Treaty (PCT) mechanism. There are
more than 90 member countries belonging to the PCT, including major
developed countries.

The PCT does not grant patents. Application under the PCT goes
through two phases: an international phase and a national phase. The
international phase is where the application is searched, published, and
subjected to preliminary examination. Then the application enters into
the national phase in each country. The application is subjected to exami-
nation and granting procedures in each country.

Another important item for a patent is the priority date. The priority
date is established when a patent application is filed for the first time. If
the invention is known before this date, then the patent is not granted.
Most countries are first-to-file countries, which means that the patent is
awarded to the person with the earliest filing date. In the United States,
patents are awarded to the first person to invent. The inventor can attempt
to show the invention was made before another person’s filing date to
claim priority.

Sources: World Intellectual Property Organization. The Patent Cooperation Treaty. http://
www.wipo.int/pct/en/texts/articles/atoc.htm [accessed September 20, 2007].

1.5 TRENDS IN DRUG DISCOVERY AND DEVELOPMENT

The approach to drug discovery and development can generally be classified
into the following areas:

« Irrational approach

- Rational approach

- Antisense approach

« RNA approach

+ Biologics

- Gene therapy

- Stem cell therapy—both somatic cell and germ cell
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Irrational Approach: This approach is the historical method of discovering
and developing drugs. It involves empirical observations of the pharmacologi-
cal effects from the screening of many chemical compounds, mainly those from
natural products. The active component that gives rise to the observed effects
is isolated. The chemical formula is determined, and modifications are made
to improve its properties. This approach has yielded many drugs available
today.

Rational Approach: This approach requires three-dimensional knowledge
of the target structure involved in the disease. Drugs are designed to interact
with this target structure to create a beneficial response. This is an emerging
field in drug discovery started in the last 30 years.

Antisense Approach: This is a relatively new approach and it requires modi-
fications to oligonucleotides that can bind to RNA and DNA (refer to
Appendix 2 for a description of cell structure, genes, DNA, RNA, and pro-
teins). The antisense drugs are used to stop transcriptional (from DNA) or
translational (from RNA) pathways from proceeding, and so interfere with
the process of disease.

RNAi Approach: This is the use of short interfering RNA (siRNA, sometimes
called small interfering or silencing RNA) to interfere with the expression of
a particular gene. The siRNAs are double-stranded RNAs of 20-25 nucleo-
tides. It is envisaged that if the biological pathway of a disease is identified,
siRNA could interfere to turn off the activity of the gene involved in the
pathway and provide therapeutic effect.

Biologics: These are mainly protein-based drugs in the form of antibodies,
vaccines, and cytokines. Their discovery generally starts from an understanding
of the biological mechanistic pathways that cause specific diseases. Manufac-
turing of these drugs is based on recombinant DNA technologies using living
organisms such as bacteria, yeast, and mammalian and insect cells.

Gene Therapy: The basis of this therapy is to remedy a diseased gene by
inserting a missing gene or modified gene in the cells. This is a new topic that
raises many unresolved ethical considerations. The cells with the diseased gene
are removed from a patient, fixed outside the body (ex vivo), and then rein-
serted back into the body. In the case of a missing gene, a copy of the new
gene is inserted into the patient’s cells. The aim is for the inserted gene to
influence the disease pathway or to initiate synthesis of missing proteins or
enzymes.

Stem Cell Therapy: With stem cell therapy, the aim is to grow body parts to
replace defective human organs and nerves. The stem cells are harvested from
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very early embryos or umbilical cord blood. Because of the very young age of
these cells, they can be directed to grow into organ tissue to replace diseased
tissue. The stem cell technology can provide an alternative to organ transplants
with perhaps less rejection problems than the current practice of obtaining
organs from a donor person. Stem cell therapy using germ cells involves
cloning, and there are strict regulatory guidelines on how research is to be
conducted.

Through the Human Genome Project, many novel disease targets have
been discovered, which can be utilized to develop better and more effective
drugs. Regardless of the approach used for discovering new drugs, phar-
maceutical and biotechnology companies are now using a full suite of tech-
nologies to discover new drugs. These enabling technologies include the
following:

+ Microarray for disease target identification

High throughput screening
+ Combinatorial chemistry

Structure—activity relationships: X-ray crystallography, nuclear magnetic
resonance, computational chemistry

- Genomics and proteomics

+ Metabolomics

« Systems biology

- Nanotechnology

- Bioinformatics: data mining

+ Recombinant DNA technologies

Detailed discussions of these technologies are presented in Chapters 2-5.

1.6 CASE STUDY #1

Pfizer Inc.*

Pfizer is the largest pharmaceutical company in the world. Its corporate head-
quarters is located in New York and its R&D laboratories are spread around
the globe.

In 2006 the company spent US$7.6 billion on R&D and its income for that
year was US$48.4 billion. Table 1.7 clearly demonstrates that pharmaceutical
companies are heavily research based; Pfizer’s R&D expenditure is head and
shoulders above other technology companies with much higher market
capitalization.

* Source: Pfizer, http://www.pfizer.com/pfizer/are/mn_news.jsp [accessed July 23, 2007].
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TABLE 1.7 R&D Expenditure in R&D-Based Companies

Market Capitalization Revenue, US$ R&D Expenditure,
Company USS billion (July 2007) billion (2006) USS$ billion (2006)
Pfizer 180 48.4 7.6
Microsoft 300 443 6.6
IBM 173 91.4 6.1
Intel 144 353 5.8
GE 420 163.4 34
Boeing 82 61.5 33

Source: Yahoo! Finance. http://biz.yahoo.com/p/515conameu.html [accessed July 27, 2007].

Pfizer employs more than 100,000 people, of which 12,000 are medical
researchers. The company focuses its new drug development program in 11
therapeutic areas:

« Allergy and respiratory

+ Cardiovascular, metabolic, and endocrine diseases
« Dermatology

« Gastrointestinal and hepatology
+ Genitourinary

« Infectious diseases

+ Inflammation

« Neuroscience

+ Oncology

+ Ophthalmology

« Pain

The top five drugs marketed by Pfizer are:

« Lipitor

- Norvasc
+ Celebrex
« Lyrica

- Xalatan

To maintain its premier position, Pfizer has to remain vigilant to guard its
market share. Recently, the company sued Ranbaxy of India, a generics manu-
facturer, on infringement of its atorvastatin patent. Atorvastatin is the active
ingredient for Lipitor, the world’s best-selling drug. The High Court in Dublin,
Ireland ruled in favor of Pfizer, thus preventing Ranbaxy from launching a
generic version of Lipitor until the expiry of the Irish patent in November 2011.
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1.7

1.

INTRODUCTION
SUMMARY OF IMPORTANT POINTS

The process from drug discovery to approval is:

Discovery — Preclinical — Clinical - Regulatory Application — Approval

2.

1.9

The overall process takes 10-12 years and costs more than US$1
billion.

. Regulatory oversight is an integral part of the pharmaceutical industry,

in order to ensure safety, efficacy, purity, and consistency of drugs for
human use.

. The global pharmaceutical market in 2006 was US$643 billion. Biophar-

maceuticals account for more than 10% of the market, with higher
growth rate compared to conventional pharmaceuticals.

. The top-selling drug in 2007 was Lipitor with about US$12 billion in sales

and the top biopharmaceutical was Enbrel, which brings in about US$2.5
billion revenue.

. The pharmaceutical R&D expenditure, at more than 10% of revenue, is

higher than many other technology-based industries.

. Innovation is a hallmark of success for a pharmaceutical company.
. Pharmaceutical companies rely on patents to protect their intellectual

properties.

REVIEW QUESTIONS

. Provide a definition for the term “drug” as adopted in this book.
. Describe the process from drug discovery to approval.
. Describe the role of regulatory bodies such as the FDA and EMEA.

What are their main concerns about drugs?

. Explain the terms GLP, GCP, and GMP. Why are these necessary?
. Discuss how Lipitor and Nexium work in the body.
. Explain the reason for the high R&D cost for drugs, and discuss how the

cost can be reduced.

. Explain why intellectual properties are important to pharmaceutical

companies and how they can be protected. Give examples to illustrate.

. List some of the approaches for drug discovery.

BRIEF ANSWERS AND EXPLANATIONS

. Refer to Section 1.1 and Exhibit 1.1, but note that drugs should be used

according to the indications and contraindications provided by the
manufacturer.
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2. This is explained in Section 1.2. The importance of regulatory control is
an integral part of the process.

3. The FDA is the regulatory agency for drugs in the United States whereas
the EMEA is the centralized agency for the EU countries. Refer to
Section 1.7 for further explanations. Regulatory agencies are concerned
with the safety, efficacy, purity, and consistency of drugs. Their role is to
ensure that drugs are safe and fit for their purpose.

4. GLP stands for Good Laboratory Practice, GCP for Good Clinical Prac-
tice, and GMP for Good Manufacturing Practice. Together these prac-
tices ensure that there is planning, control, and monitoring of drug
development all the way from preclinical to clinical and manufacturing
stages—such that procedures are followed, records are kept, and pro-
cesses are verified and tested.

5. Refer to Exhibits 1.3 and 1.4.

6. The high R&D cost stems from increasingly more stringent regulatory
compliance requirements and failures of drugs at later clinical phases
due mainly to adverse events. The introduction of risk-based approach,
process analytical technology (refer to Section 9.7), and consolidation of
regulatory documents (ICH, refer to Section 7.11) will reduce the regula-
tory burden. In addition, the development of more specific drugs and a
better understanding of biochemical pathways, followed by focused eval-
uation using more representative assays and biomarkers, will lessen fail-
ures at late stage clinical trials (refer to Section 6.4).

7. Patent rights protect the intellectual properties and compensate the high
R&D expenditure that pharmaceutical organizations spend on develop-
ing drugs. Without the protection of patents, it would be difficult for
pharmaceutical companies to justify the expenditure and continue with
innovations. The way forward for the pharmaceutical industry may
include the need to review the patent law. This is particularly relevant
with respect to the exclusivity period and the rules for revoking patent
rights under compulsory licensing, whereby a government can force a
patent holder to grant rights of the patent to the state or other parties
without compensation in royalties.

8. Refer to Section 1.5.

1.10 FURTHER READING

Campbell JJ. Understanding Pharma: A Primer on How Pharmaceutical Companies
Really Work, Pharmaceutical Institute, Raleigh, NC, 2005.

Center for Drug Evaluation and Research. Drug Information: Electronic Orange Book,
FDA, Rockville, MD. http://www.fda.gov/cder/ob/default.htm [accessed July 2,
2007].



18 INTRODUCTION

Center for Drug Evaluation and Research. New Drug Development and Review Process,
FDA, Rockville, MD. http://www.fda.gov/cder/handbook/index.htm [accessed July
2,2007].

Congressional Budget Office, The Congress of the United States. Research and
Development in the Pharmaceutical Industry, October 2006.

Food and Drug Administration. From Test Tube to Patient: New Drug Development in
the US, 2nd ed., FDA, Rockville, MD, 1995.

Food and Drug Administration. The Drug Development Process: How the Agency
Ensures that Drugs Are Safe and Effective, FDA, Rockville, MD. http://www.fda.
gov/opacom/factsheets/justthefacts/17drgdev.pdf [accessed July 10, 2007].

Food and Drug Administration, Center for Drug Evaluation and Research. Drug
Information: Electronic Orange Book, FDA, Rockville, MD. http://www.fda.gov/
cder/ob/default.htm [accessed July 2, 2007].

Food and Drug Administration, Center for Drug Evaluation and Research. New Drug
Development and Review Process, FDA, Rockville, MD. http://www.fda.gov/cder/
handbook/index.htm [accessed July 2, 2007].

Harvey AL, ed. Advances in Drug Discovery Techniques, Wiley, Hoboken, NJ, 1998.

Jurgen D. In Quest of Tomorrow’s Medicine, Springer-Verlag, New York, 1999.

Lawrence S. Billion dollar babies—biotech drugs as blockbusters, Nature Biotechnol-
ogy 25:380-382 (2007).

Pharmaceutical Research and Manufacturers of America. Why Do Prescription Drug
Cost So Much? PhRMA, Washington, DC, 2000.

Smith CG, O’Donnell JT, eds. The Process of New Drug Discovery and Development,
2nd ed., Informa Healthcare, New York, 2006.

The Next Pharmaceutical Century: Ten Decades of Drug Discovery, 2007. http://pubs.
acs.org/journals/pharmcent/Ch10.html [accessed September 29, 2007].



CHAPTER 2

DRUG DISCOVERY:
TARGETS AND RECEPTORS

~
-~ Drug N 4 N~ ™
_ g L : Marketin
Discovery: Drug Development: [ ™ C_Imxcal Trials Applicatiogn
targets and methodologies in Humans:
receptors, following GLP - protocols
small pharmacodynamics, following GCP
molecule pharmacokinetics, N
degl& Ialrge toxicology, drug A
molecule delivery systems
drugs ( )
= I\ ) Manufacturing:
procedures
following GMP
./

Compliance with regulatory
requirements is necessary

2.1  Drug Discovery Processes

2.2  Medical Needs
2.3 Target Identification
2.4  Target Validation

Drugs: From Discovery to Approval, Second Edition, By Rick Ng
Copyright © 2009 John Wiley & Sons, Inc.

19
21
23
28

19



20 DRUG DISCOVERY: TARGETS AND RECEPTORS

2.5 Drug Interactions with Targets or Receptors 30
2.6 Enzymes 34
2.7  Receptors and Signal Transduction 38
2.8  Assay Development 45
2.9 Case Study #2 46
2.10 Summary of Important Points 50
2.11 Review Questions 50
2.12 Brief Answers and Explanations 51
2.13 Further Reading 51

2.1 DRUG DISCOVERY PROCESSES

For a drug to work, it has to interact with a disease target in our body and
intervene in its wayward functions. An analogy is the lock and key comparison,
with the lock being the disease target and the key representing the drug. The
correct key has to be found to turn the lock and open the door to treat the
disease.

The conventional method for drug discovery is the irrational approach. It
involves scanning thousands of potential compounds from natural sources for
a hit against specific assays that represent the target (more about this in
Chapter 3). This procedure has been likened to finding a needle in a haystack.
In our analogy, it is like trying out many keys to find a fit to a lock. As we can
imagine, such a process is somewhat random and cumbersome. The chances
of failure are high, although it should be kept in mind that many drugs on the
market today were discovered in this manner.

Further advances in drug discovery led to the rational approach. This
approach starts by finding out about the structure of the target and then
designing a drug to fit the target and modify its functions. A comparison to
the lock and key concept is to determine the construction of pin tumblers in
the lock first and then design the key with the appropriate slots and grooves
to open the lock. The latest progress in drug discovery is the contribution from
genomics and proteomics research. Here the emphasis is to identify and vali-
date targets a priori to drug discovery. This approach is to find out the target
that causes the disease as the first step in drug discovery. After that, the ratio-
nal approach would proceed. The analogy is to find out the exact diseased lock
and then discover a drug to unlock the correct door.

With the foregoing in mind, the typical current drug discovery processes
would proceed according to the flow chart in Fig. 2.1. This chapter focuses
on the medical needs, identification, and validation of disease targets;
followed by discussions on receptors, signal transduction, and assay develop-
ment. Chapters 3 and 4 focus on lead compound generation and optimization,
for small, synthetic drug molecules and large, protein-based macromolecules,
respectively. In Chapter 5, we cover drug development and preclinical
studies.
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1. Identify and

define medical
needs

Y

2. Research on disease mechanisms:
identify and validate targets
(receptors) involved in disease
processes

v

3. Search for lead
compounds thatinteract
with targets

4. Optimize the properties of the
lead compounds to generate
potential drug molecules

5. Perform drug development and pre-
clinical studies ( in vitro and in vivo
studies)

Figure 2.1 Flow chart of drug discovery processes.

2.2 MEDICAL NEEDS

A pharmaceutical organization has to determine which medical area has an
unmet clinical need for an effective prophylactic or therapeutic intervention.
Next, the organization has to evaluate its core competency, technological
advantages, competitive barriers, and financial resources before committing to
develop a drug to fulfill the unmet need. As discussed in Chapter 1, for a
monetary outlay that averages around US$1-1.2 billion for each drug develop-
ment, the organization has to weigh its options carefully. The important factors
to consider are the following:
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« Market potential

Patent, intellectual property portfolio
- Competitive forces and regulatory status
« Core competencies

Overall, the organization needs to project the expected returns from such
an investment and assess the competitive factors and barriers, including gov-
ernment regulations, before deciding which drug to develop.

Table 2.1 shows the major therapy classes in terms of sales and the number
of prescriptions dispensed in the United States in 2003. The top three therapy
classes are antidepressants, antihyperlipidemics, and antiulcerants. They
account for 39% of sales in this list of 17 therapy classes. There are significant
changes to the growth of some therapy classes within a single year. This is

TABLE 2.1 Leading Therapy Classes, 2003

Number of Prescriptions
Therapeutic class’ Drugs in the  Total Sales (millions of
(Major Subclasses) Top 200 (US$ billions)  units sold)
Antidepressants (SSRIs, SNRIs) 8 11.6 114.5
Antihyperlipidemics (statins) 6 11.1 108.4
Antiulcerants (proton-pump 5 10.4 70.0
inhibitor)
Antihypertensives (ARBs, ACE 11 5.8 88.1
inhibitors)
Antibiotics (broad and medium 9 5.5 89.2
spectrum)
Diabetes therapies (oral, injectable) 6 4.9 63.5
Antiarthritics (COX-2 inhibitors) 4 4.8 48.4
Antipsychotics 3 42 20.2
Antihistamines (oral) 3 41 63.2
Neurological drugs (for seizures or 5 4.0 36.2
pain)
Other vascular drugs (calcium- or 7 3.7 68.7
beta-blockers)
Antiasthmatics 5 3.6 28.1
Analgesics (nonnarcotic) 3 2.8 20.1
Bone density regulators 4 2.3 32.0
Oral contraceptives 3 2.1 444
Antiallergy drugs (nasal steroids) 4 2.0 29.9
Analeptics (ADHD treatments) 3 13 16.9

“Therapeutic classes with three or more leading brand-name drugs in 2003.

PSSRI = selective serotonin reuptake inhibitor; SNRI = serotonin norepinephrine reuptake inhi-
bitor; ARB = angiotensin receptor blocker; ACE = angiotensin converting enzyme; COX-
2 = cyclooxygenase 2; ADHD = attention deficit hyperactivity disorder.

Source: Congress of the United States, Congressional Budget Office. A CBO Study, Research and
Development in the Pharmaceutical Industry, October 2006.
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especially true when new and more effective drugs are introduced; their sales
can increase dramatically within a short time span and surpass the sales of
more “established” drugs. A recent analysis shows that the drugs approved by
the FDA target 394 human proteins in total. In the last 25 years, the average
number of drugs approved was 19.5 per year, of which 6.3 are on novel
targets.

Pharmaceutical companies have to be continuously vigilant and forecast
the future directions of drug development and regulatory requirements. They
have to use their core technical competencies to deliver a pipeline of products
to remain competitive and profitable in the long term.

2.3 TARGET IDENTIFICATION

2.3.1 Genes

Most diseases, except in the case of trauma and infectious diseases, have a
genetic connection. Genetic makeup and variations (see single nucleotide
polymorphism in Section 11.5) determine a person’s individuality and suscep-
tibility to diseases, pathogens, and drug responses.

The current method of drug discovery commences with the study of how
the body functions, in both normal and abnormal cases afflicted with diseases.
The aim is to break down the disease process into cellular and molecular levels.
An understanding of the status of genes and their associated proteins would
help to pinpoint the cause of the disease. Drugs can be tailor-made to attack
the “epicenter” of diseases. In this way, more specific (fewer side effects) and
effective (high therapeutic index, see Section 5.2) drugs can be discovered and
manufactured to intervene or restore the cellular or molecular dysfunction.

From the Human Genome Project, we know that there are approximately
three billion base pairs that make up the DNA molecule (refer to Appendix
2). Only certain segments of the enormous DNA molecule encode for proteins.
These segments are called genes. The estimate is that there are about 30,000
genes that encode proteins. Exhibit 2.1 provides some information about the
number of genes and the complexity of life forms.

From these 30,000 genes, many thousands of proteins are produced. Drug
targets are normally protein or glycoprotein molecules that make up the
enzymes and receptors, with which drugs interact. To date, only about 500
proteins have been identified and targeted by the multitudes of drugs on the
market. The opportunities that are opened up by genomics and proteomics
research have paved the way for many more targets and new drugs to be
discovered.

Exhibits 2.2,2.3, and 2.4 provide examples of genetic causes of diseases, for
example, cancer, sickle cell anemia, and cystic fibrosis. It should be noted that
although some of these diseases are the result of mutations in a single gene
(including Huntington’s disease and Duchenne muscular dystrophy), most are
due to the influence of multiple genes.
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Exhibit 2.1 Genes and Molecular Complexity

The number of protein-coding genes in an organism provides a useful
indication of its molecular complexity, although there is as yet no firm
correlation between the number of genes and biological complexity.

Single-celled organisms typically have a few thousand genes. For
example, Escherichia coli (a bacteria commonly found in the intestines of
animals and humans) has 4300 genes, and Saccharomyces cerevisiae (a
fungus commonly known as baker’s or brewer’s yeast) has 6000 genes.
Caenorhabditis elegans (a small soil nematode about 1mm long) has
19,000 genes. Drosophila melanogaster (a 3mm fruit fly) has 13,600 genes.
For human beings, the number of genes is estimated at around 30,000.

It was initially thought that the number of human genes was on the
order of 100,000. The smaller number of 30,000-35,000 was surprising
considering the complexity of human beings compared with smaller
organisms. The latest view is that, although the number of genes indicates
complexity, there are other factors involved in determining complexity.
Each gene may code for more than one protein, to account for human
complexity.

Source: Ewing B, Green P. Analysis of expressed sequence tags indicates 35,000 human
genes, Nature Genetics 25:232-234 (2000).

Exhibit 2.2 The p53 Protein in Cancer

The p53 gene is a tumor suppressor gene, which means that its activity stops
the formation of tumors via the production of p53 protein. As shown in the
picture below, the p53 protein has four identical chains, which are joined
together by a central tetramerization domain. The p53 protein molecule
wraps around and binds DNA. This wrapping action then turns on another
gene, which codes for a 21-kDa protein that regulates DNA synthesis.
Normally, a cell grows by cell division and then dies through a process
called apoptosis—programmed cell death. The pS3 protein triggers apop-
tosis, which is a “stop signal” for cell division, to arrest cancer growth.
In the case of cancer growth, the gene that codes for p53 is mutated.
The mechanism for programmed cell death becomes inactivated and no
longer functions. Cancer cells then continue growing and dividing at the
expense of surrounding cells, thus leading to tumor formation. It is also
found that the oncogene, murine double minute (mdm2), overexpresses
the mdm?2 protein, which binds to the transactivation domain of pS3 and
blocks p53’s transcription process, switching off the cell death program.
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Sources: (1) Campbell MK, Farrell SO. Biochemistry, 5th ed., Thomson Brooks/Cole,
Belmont, CA, 2006. (2) Vousden KH, Lane DP. p53 in health and disease, Nature Reviews
Molecular Cell Biology 8:275-283 (2007). (3) Kirkpatrick P. Unleashing p53, Nature Reviews
Drug Discovery 3:111 (2004).

The p53 molecule. (Source: Goodsell DS. The Scripps Institute, Featured Molecule:
p53 Tumor Suppressor, Bio.Com. http://www.bio.com/ [accessed September 7,
2002].)

Exhibit 2.3 Sickle Cell Anemia

Hemoglobin is a tetramer with four polypeptide chains: two identical «
chains (141 residues) and two identical 3 chains (146 residues).

In people with sickle cell anemia, there is just one mutation in each of
the B chains. The glutamic acid in position 6 is substituted by valine. This
substitution, two residues out of a total of 474, is sufficient to cause the
red blood cell to deform and constrict blood flow by blocking the
capillaries.

Source: Campbell MK, Farrell SO. Biochemistry, 5th ed., Thomson Brooks/Cole, Belmont,
CA, 2006.

2.3.2 Targets

There are a number of techniques used for target identification. Radioligand
binding was a common technique until recently. Now DNA microarrays,
expressed sequence tags, and in silico methods are used.

Radioligand Binding: The classic method to discover drug targets or recep-
tors (Exhibit 2.5) is to bind the potential receptors with radioligands (Exhibit
2.6) so that targets can be picked out from a pool of other receptors. Bound
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receptors are then separated from the radioligands and sequenced and their

DRUG DISCOVERY: TARGETS AND RECEPTORS

Exhibit 2.4 Cystic Fibrosis

Cystic fibrosis (CF) is a hereditary disease of abnormal fluid secretion. It
affects cells of the exocrine glands, such as intestine, sweat glands, pan-
creas, reproductive tract, and especially the respiratory tract. The disease
affects about 1 in 2500 infants of the Caucasian population to varying
degrees of seriousness. Patients produce thickened mucus that is difficult
to get out of the airway. This leads to chronic lung infection, which pro-
gressively destroys pulmonary function.

CF is caused by the absence of a protein called cystic fibrosis trans-
membrane conductance regulator (CFTR). This protein is required for
the transport of chloride ions across cell membranes. On the molecular
level, there is a mutation in the gene that encodes for CFTR. As a result,
CFTR cannot be processed properly by the cell and is unable to reach
the exocrine glands to assume its transport function.

Source: Karp G. Cell and Molecular Biology, Concepts and Experiments, Wiley, Hoboken,
NJ, 1996.

Exhibit 2.5 Receptors

According to the International Union of Pharmacology Committee, a
receptor is a cellular molecule, or an assembly of macromolecules, that is
concerned directly and specifically in chemical signaling between and
within cells. Combination of a hormone, neurotransmitter, drug, or intra-
cellular messenger with its receptor(s) initiates a change in cell
function.

Source: The American Society for Pharmacology and Experimental Therapeutics. Pharma-
cological Reviews 55:597-606 (2003).

nucleotide sequence is decoded. Potential drug molecules are then studied
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DNA Microarray: DNA microarray, also known as DNA or gene chips, is a
technology to investigate how genes interact with one another and how they
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1 pathways, and cellular functions. In this way, microarrays enable scientists
find out the target genes that cause disease.
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Exhibit 2.6 Radioligands

Ligands are molecules that bind to a target. They may be endogenous (i.e.,
produced by the body), such as hormones and neurotransmitters, or exog-
enous, such as drug molecules. Ligands (exogenous or endogenous) with
high specificity for particular targets are labeled with radioisotopes. The
tissue cells known to contain the target are mixed with a known quantity
of the radioligands. Those targets bound with radioligands are separated
by rapid filtration or centrifugation, followed by washing with cold buffers
to remove unbound ligands. Scintillation counting techniques are used to
reveal the amount of bound radioligands.

The target bound with radioligands can be isolated and its amino acid
sequence determined. The sequence information enables classifications of
the target based on previously known targets. Targets that do not appear
to show homology to known ligands and have no known endogenous
ligand are called “orphan” targets. Active research is ongoing to find
molecules of compounds to interact with these orphan targets as possible
sites for therapy.

Sequence information can be used to clone the target by using recom-
binant technology. In this way, biochemical pathways of the target can be
studied in detail, rendering the development of a drug molecule with
higher chances of success.

Figure 2.2 Microarray slides (Photo courtesy of Thermo Fisher Scientific).

The heart of the technology is a glass slide or membrane that consists of a
regular array of genes (Fig. 2.2). Thousands of genes can be spotted on the
array, using a photolithography method. DNA samples extracted from healthy
and diseased cells are mixed with the genes on the array. In this way, many
genes can be studied and their expression levels in healthy and diseased states
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can be determined within a short time. The gene that is responsible for a par-
ticular disease can be identified. Exhibit 2.7 presents a more detailed explana-
tion of microarrays.

Expressed Sequence Tags and In Silico Methods: Expressed sequence
tags (ESTs) are short nucleotide sequences of complementary DNA with
about 200-500 base pairs. They are parts of the DNA that code for the expres-
sion of particular proteins. EST sequencing provides a rapid method to scan
for all the protein coding genes and to provide a tag for each gene on the
genome.

The scanning of nucleotide sequences is achieved through in silico (com-
puter) methods. The premise is that all proteins, even those with sequences
that appear considerably different, can be members of families sharing essen-
tially similar structures and functions.

Scientists carry out searches on databases. Each EST of interest can be
compared with sequences in proteins, and the degree of match can be
determined. A technique called threading is used. This involves using data on
three-dimensional (3D) protein structure, coupled with knowledge of the
physicochemical properties of amino acids, to determine if the amino acid
sequence is likely to fold in the same way as a sequence for which the structure
is known. In this way, more information about the putative target protein can
be assessed.

2.4 TARGET VALIDATION

Once a potential disease-causing target has been identified, a process of valida-
tion is carried out to confirm the functions and effects of the target. The ulti-
mate target validation is a series of human clinical trials in which the effects
of a drug on the target are evaluated. However, this kind of validation is at
the other end of the drug discovery spectrum, when much time and commit-
ment have already been expended on the drug. What is required at this early
stage is validation of the identified target, to lay the path for developing appro-
priate drugs aimed at this target. This will ensure that time, resources, and
investments can be optimized.
Some questions that target validation has to answer are the following:

« What is the function of the target?
- Which disease pathway does the target regulate?
- How important is this disease pathway?

+ What is the expected therapeutic index if a drug is to interact with the
target?



Exhibit 2.7 Microarrays

To use the microarray,a known sequence of short DNA is printed onto a solid
support of membrane or glass slide. From healthy and diseased cells, mRNAs
are isolated. The mRNAs are used to generate complementary DNAs
(cDNAs). Fluorescent tags are attached to the cDNAs, and the cDNAs are
then mixed and incubated with the microarray supports (slides).

Through a process called hybridization probing, the genes from the
samples pair up with their complementary counterparts on the solid sup-
ports. When the hybridization step is completed, a scanner (laser beam
and camera) is used to capture the fluorescence image of the array.

From comparison of the intensities and ratios of red and green fluo-
rescence, the expression levels of genes from the diseased and healthy
cells can be deciphered. For example, if the disease causes some types of
genes to be expressed more, more of these genes will hybridize with the
DNA on the solid support, providing a greater intensity of red fluores-
cence than of green. In this way, disease targets can be identified.

The flow chart shows a schematic representation of the use of a micro-
array for identification of disease genes.

Obtain microarray slide with single-
stranded DNAs containing thousands
of different genes

Obtain 2 cell samples. One is treated
with drug, another remains untreated

A 4

~
Extract messenger RNAs from these
cells
J
Y
4 N\

Transcribe mRNAs to more stable
complementary DNAs (cDNAs)

A J

\ 4

Add fluorescent labels: green for
cDNAs from untreated cells, red for
those from treated cells
o J

]

/

Apply labeled cDNAs to microarray slide. The
cDNAs bind to complementary single-stranded
DNAs on microarray slide. Binding means gene

represented on the slide is expressed in the
sample.

Scan for fluorescence and determine
ratio of red to green spots to show
how genes respond to the drug

Source: Friend SH, Stoughton RB. The magic of microarrays, Scientific American
February:44-53 (2002).
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Exhibit 2.8 Knockout Mice

Genetic research, such as by microarray, reveals the possible genes that
may cause the disease under study. Transgenic mice are bred with the
putative gene modified or inactivated, giving rise to the term “knockout”
mice models. The effects of gene knockouts are studied in relation to the
progress of disease. It is also possible to study drug interactions by treat-
ing these mice with potential drug candidates.

Source: Harris S. Transgenic knockouts as part of high-throughput, evidence-based target
selection and validation strategies, Drug Discovery Today 16:628-636 (2001).

Validations can be divided into two groups: in vitro laboratory tests and in
vivo disease models using animals.

Typically, in vitro tests are cell- or tissue-based experiments. The aim is to
study the biochemical functions of the target as a result of binding to potential
drug ligands. Parameters such as ionic concentrations, enzyme activities, and
protein expression profiles are studied.

For in vivo studies, animal models are set up and how the target is
involved in the disease is analyzed. One such model is the use of knockout or
transgenic mice (Exhibit 2.8). It should be borne in mind, however, that there
are differences between humans and animals in terms of gene expression,
functional characteristics, and biochemical reactions. Nevertheless, animal
models are important for the evaluation of drug—target interactions in a living
system.

More recently, in silico target validation has been used. This is similar to
the method discussed for ESTs. The DNA sequence of the putative target is
compared with those of known liganded receptors. If homologies (similarities)
of sequences and structures are determined, they can provide clues to ligands
that are likely to interact with the target.

2.5 DRUG INTERACTIONS WITH TARGETS OR RECEPTORS

It should be clarified that targets identified using microarrays are mainly the
genes that regulate or contribute to diseases. These gene targets give us the
clues to the proteins that are affected. In most situations, it is the proteins or
receptors that drug molecules are developed to interact with to provide the
therapy. The exceptions are in cases such as antisense and RNA interference
drugs and gene therapy, where the nucleotides, RNA, and genes are targeted,
respectively.
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When presented to the target, drug molecules can elicit reactions to switch
on or switch off certain biochemical reactions. The main drug targets in the
human body can be classified into three categories:

« Enzymes: There are many different types of enzymes in the human body.
They are required for a variety of functions. Drugs can interact with
enzymes to modulate their enzymatic activities.

Intracellular Receptors: These receptors are in the cytoplasm or nucleus.
Drugs or endogenous ligand molecules have to pass through the cell
membrane (a lipid bilayer) to interact with these receptors. The molecules
must be hydrophobic or coupled to a hydrophobic carrier to cross the cell
membrane.

« Cell Surface Receptors: These receptors are on the cell surface and have
an affinity for hydrophilic binding molecules. Signals are transduced from
external stimuli to the cytoplasm and affect cellular pathways via these
surface receptors. There are three main superfamilies (groups) of cell
surface receptors: G-protein coupled receptors, ion channel receptors, and
catalytic receptors using enzymatic activities.

Hydrophilic or water-soluble drugs do not cross membranes. They stay in
the bloodstream for durations that are normally short, lasting on the order of
seconds, and mediate responses of short duration. In contrast, hydrophobic
drugs require carrier molecules for transport through the bloodstream. Hydro-
phobic drugs remain in the bloodstream and can persist for hours and days,
providing much longer effects.

When the action of the drug is to activate or switch on a reaction, the drug
is called an “agonist.” On the other hand, if the drug switches off the reaction,
or inhibits or blocks the binding of other agonist components onto the recep-
tor, it is called an “antagonist.” When the interaction is with an enzyme, the
terms “inducer” and “inhibitor” are used to denote drugs that activate or
deactivate the enzyme.

Appendix 3 lists some common drugs and their mechanisms of action,
showing their roles as agonists or antagonists, and inducers or inhibitors.
Figures 2.3 and 2.4 provide schematic lock and key representations of the
agonist and antagonist actions. It should be noted that the drug molecule
(agonist or antagonist), receptor, and cell membrane are in fact complicated
3D structures. The analogy is that only certain keys can be inserted into the
lock and activate or deactivate the lock. Some facts about interactions between
drug molecules and targets to bear in mind are the following:

« Binding is specific.
- Binding occurs at particular sites in the target molecule.
« Binding is reversible.
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Biochemical reactions
Receptor activated
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Figure 2.3 Agonist binding to receptor initiates biochemical reactions.

Membrane

Biochemical reactions

blocked
Antagonist

Figure 2.4 Antagonist binding to receptor blocks biochemical reactions.

Membrane

Allosteric binding occurs when two molecules bind to different sites on the
target. When the two molecules are identical, it is termed homotropic interac-
tion. If the molecules differ from each other, it is termed heterotropic interac-
tion. Binding is competitive when two different ligand molecules compete for
the same site. We discuss ligand binding further in Chapter 3. The specificity
of ligand-receptor interaction is illustrated in Exhibit 2.9.

2.5.1 Types of Interactions

Binding between drug molecule and receptor or enzyme is critically depen-
dent on the shapes and sizes of the molecules. To deliver therapeutic actions,
drug molecules with the right shapes and sizes have to be designed to fit into
the binding sites (pockets) of the receptor or enzyme. Another important
factor is the nature of the coupling. Before a drug can fit into the binding site,
it has to overcome thermal and vibrational motions at the cellular level. The
attractive forces must be strong enough for the drug to dock with the binding
site. When molecules couple together, the type of bonding can be divided into
covalent bonding and electrostatic interactions due to hydrogen bonding or
van der Waals forces. The stronger the coupling between the drug and binding
site, the more sustained is the interaction.

Covalent bonds are strong bonds. Actual bonds are formed between the
interacting molecules via the sharing of electrons. Hence, this type of interac-
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Exhibit 2.9 Aspirin (Acetylsalicylic Acid)

The enzyme prostaglandin H, synthase-1 (PGHS-1) manufactures pros-
taglandin H,, which is converted to prostaglandin E, and causes fever
and inflammation. PGHS-1 contains two protein subunits with long
channels.

The chemical arachidonic acid enters these channels and is converted
to prostaglandin H,. Aspirin, with the correct shape and size, enters these
channels and blocks entry of arachidonic acid. As a result, the agent for
causing fever and inflammation cannot be manufactured. Unfortunately,
an undesirable effect of aspirin is that it blocks other types of PGHS,
including the types that protect the stomach lining, giving rise to potential
for stomach bleeding.

Recent advances with other anti-inflammatory drugs, ibuprofen and
naproxen, which only work by physically blocking the channel to arachi-
donic acid, mean that the adverse effect of stomach bleeding can be
avoided.

See Case Study #2 for more discussion of anti-inflammatory drugs.

Source: Garavito M. Aspirin, Scientific American May: 108 (1999).

tion is expected to provide long-lasting effects, although not many drug-
receptor bonds are of this nature.

Electrostatic forces are due to the ionic charges residing on the molecules,
which attract or repel each other. The macromolecular structures of the recep-
tors and enzymes mean that there are a number of ionic charges to attract the
oppositely charged drug molecules. The forces of electrostatic interactions are
weaker than covalent bonding. Electrostatic interactions are more common in
drug-receptor interactions. There are two types of electrostatic interactions:

« Hydrogen bonding
+ Van der Waals forces

Hydrogen bonds are due to the attractive forces between the distorted
electron cloud of a hydrogen atom and other more electronegative atoms such
as oxygen and nitrogen. The attractive forces are weaker than covalent bonds,
but many hydrogen bonds can be formed in macromolecular protein mole-
cules. Van der Waals forces are weaker attractive forces, due to the attraction
between neutral atoms.

A third type of interaction is due to hydrophobic effects. These are the
result of nonelectrostatic domains interacting. This type of interaction occurs
mainly with the highly lipid-soluble drugs in the lipid part within the cytoplasm
of the cell.
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2.6 ENZYMES

Enzymes are biological molecules that catalyze biochemical reactions.
The thermodynamics of biochemical enzymatic reactions are described in
Exhibit 2.10.

Almost all enzymes are proteins. They provide templates whereby reactants
(substrates) can bind and are favorably oriented to react and generate the
products. The locations where the substrates bind are known as “active sites.”
Because of the specific 3D structures of the active sites, the functions of
enzymes are specific; that is, each particular type of enzyme catalyzes specific
biochemical reactions. Enzymes speed up reactions, but they are not consumed
and do not become part of the products. Enzymes are grouped into six func-
tional classes by the International Union of Biochemists (Table 2.2).

Exhibit 2.10 Thermodynamics of Enzymatic Reactions

In general, there are two types of biochemical reactions: exothermic and
endothermic. Exothermic reactions are those where the energy states
(free energy, labeled as G) of the reactants are higher than those of the
products—they are energetically favorable. Endothermic reactions are
those for which the products have higher energy states than the reac-
tants—they are energetically unfavorable.

Regardless of whether the reaction is favorable, the reactants have to
come together in close proximity to react. They have to overcome a
potential energy barrier that may involve displacing solvating molecules
around the reactants and reorienting the reactants. The energy needed to
overcome this potential energy barrier is called the activation energy (see
figure).

Enzymes bind to the reactants and provide an alternative mechanism
of lower activation energy for the reaction to proceed. Hence, enzymes
speed up biochemical reactions that are otherwise too sluggish to
advance.

A Transition state .
> /( \‘\
g E p Product
2 ﬁ Reactant
Endothermic Exothermic Catalyzed
| -
>

Progress of reaction

Note: E is the potential energy barrier, known as the activation energy.
G is the change in free energy. The catalyzed reaction provides an alterna-
tive reaction pathway with lower activation energy.
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TABLE 2.2 C(lassification of Enzymes

Number Classification Biochemical Properties

1 Oxidoreductases  Remove or add hydrogen atoms in oxidation or
reduction reactions.

2 Transferases Transfer functional groups from one molecule to

another. Kinases are specialized transferases that
transfer phosphate from ATP to other molecules.

3 Hydrolases Hydrolyze various functional groups.

4 Lyases Add water, ammonia, or carbon dioxide across
double bonds, or remove these elements to produce
double bonds.

Isomerases Convert between different isomers.

6 Ligases Form a bond between molecules.

|9,

In some cases, enzymes require the assistance of coenzymes (cofactors) to
ensure the reactions proceed. Coenzymes include vitamins, metal ions, acids,
and bases. They can act as transporters or electron acceptors or be involved
in oxidation-reduction reactions. At the completion of the reaction, coen-
zymes are released, and they do not form part of the products. For some reac-
tions that are energetically unfavorable, an energy source provided by the
compound adenosine triphosphate (ATP) is needed to ensure the reactions
proceed, as shown in the following reactions:

ATP+H,0 - ADP+Ph+H"* AG =-30.54kJ/mol
ATP+H,0 - AMP +PhPh+ H* AG =-45.60kJ/mol

where ADP is adenosine diphosphate, Ph is a phosphate group, PhPh are two
phosphate groups, and AG is the energy given off.

Enzymatic reactions can be impeded by the addition of exogenous mole-
cules. This is how drugs are used to control biochemical reactions, and most
drugs are used for inhibitory functions. Drugs may function as competitive
inhibitors or as noncompetitive inhibitors. Competitive inhibitors compete
with the substrates for binding to the active sites, whereas noncompetitive
inhibitors bind to another location (allosteric site) but affect the active site
and its consequential interactions with the substrates. Some drugs used as
enzyme inhibitors are the following:

- Esomeprazole (Nexium, AstraZeneca): proton pump inhibitor for the
prevention of relapse in reflux esophagitis

« Captopril (Capoten, Bristol-Myers Squibb): angiotensin converting
enzyme (ACE) inhibitor for the treatment of hypertension

- Imatinib mesylate (Gleevec, Novartis): tyrosine kinase inhibitor for the
treatment of chronic myeloid leukemia (refer to Exhibit 7.3)
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« Sertraline (Zoloft, Pfizer): selective serotonin (5-hydroxytryptamine;
SHT) uptake inhibitor for treating major depression and obsessive com-
pulsive disorder

+ Atorvastatin (Lipitor, Pfizer) and simvastatin (Zocor, Merck): HMG-
coenzyme A inhibitors for the reduction of cholesterol level in blood
(refer to Exhibit 1.3).

Exhibit 2.11 shows two selected drugs, celecoxib (a COX-2 inhibitor) and
orlistat (a lipase inhibitor), and their actions on disease targets.

Drugs are also used to inhibit the enzymatic reactions of foreign pathogens
that enter the human body. An example is the use of reverse transcriptase
inhibitor and protease inhibitor for combating the human immunodeficiency
virus (HIV), as shown in Exhibit 2.12. Some new inhibitors are used to block
HIV from attaching to the human cell, CD4, thus stopping replication and
infection of other cells, as presented in Exhibit 2.13.

Exhibit 2.11 Two Selected Drugs

COX-2 Inhibitor: Celecoxib (Celebrex, Pfizer) inhibits the enzyme COX-
2, which is involved in pain and inflammation, but it has no effect on the
COX-1 enzyme, which helps to maintain stomach lining. It is prescribed
for the relief of pain and symptoms of osteoarthritis and rheumatoid
arthritis. Previously, nonsteroidal anti-inflammatory drugs (NSAIDs)
were used. NSAIDs inhibit both COX-1 and COX-2 enzymes and cause
stomach bleeding (see Case Study #2).

Lipase Inhibitor: Orlistat (Xenical, Roche) is prescribed for the treat-
ment of obesity. It inhibits the gastrointestinal lipase enzymes by binding
to the lipase through the serine site and inactivates the enzyme. Fat in the
form of triglycerides cannot be hydrolyzed by the lipase and converted
to free fatty acids and monoglycerides. Thus, there is no uptake of fat
molecules into the cell tissue.
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Source: Pemble CP IV, Johnson LC, Kridel SJ, Lowther WT. Crystal structure of the thioeste-

rase domain of human fatty acid synthase inhibited by Orlistat, Nature Structural & Mole-
cular Biology 14:704-709 (2007).
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Exhibit 2.12 Drugs Against HIV

The diagram below shows the various stages of HIV infection of the CD4
cell (see also Exhibit 4.7).

Reverse transcriptase is an enzyme that makes a DNA copy of the
virus RNA (Step 3). Once made, the DNA enters the cell nucleus and
replicates many times. Another enzyme, the protease, is required to cut
the HIV proteins into proper sizes and assemble into the viral particles
(Step 7).

The drug zidovudine (AZT; Retrovir, GlaxoSmithKline) is a reverse
transcriptase inhibitor. It is structurally similar to a nucleotide called
thymidine except for an azido (—Nj3) group in place of the -OH group at
the 3’ position of the thymidine nucleotide sugar. Thymidine is a building
block for the viral DNA, and when AZT is incorporated into the DNA
chain it blocks further chain linkages, as there is no —OH group
available.

At Step 6, large molecules of the viral proteins are made. Protease
cleaves the large protein molecules into smaller pieces. Another drug, a
protease inhibitor (darunavir, Prezista), is used to inhibit the protease,
thus stopping the formation of new viruses.

1. The HIV virus attaches to a 3. Reverse transcriptase
helper T cell CD4 proteins. makes a DNA copy of

2. Viral RNA and the viral RNA.

reverse transcriptase

enter the cell

4-The viral DNA
enters the nucleus
anq incorporates
into the cell's DNA.

‘ N/S 'Ilhe viral

~ DN\A‘repIicates...

8. New viral particles Nucleus

are assembled.

9. The cell is killed, and the
viruses leave to infect
new cells.

6. ... and makes’the HIV proteins.

7. Protease cuts the proteins
to their proper size

Source: Casidy R, Frey R. Drug Strategies to Target HIV: Enzyme Kinetics and Enzyme
Inhibitors, Washington University. http://wunmr.wustl.edu/EduDev/LabTutorials/HIV/
DrugStrategies.html [accessed May 21, 2003].
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Exhibit 2.13 Latest Entry Inhibitor HIV Drugs

Existing treatment for HIV focuses mainly on the use of protease inhibi-
tors and reverse transcriptase inhibitors. This strategy, however, is to
inhibit the HIV from replicating after it has invaded the CD4 cell.

A more recent strategy is the use of entry inhibitors, which seek to stop
the HIV from entering the CD4 cell. There are two such drugs: enfuvirtide
(Fuzeon) by Roche and maraviroc (Selzentry) by Pfizer, approved by the
FDA in March 2003 and August 2007, respectively.

Fuzeon works by attaching to the glycoprotein gp41 of the HIV and
preventing the virus from using the gp41 to attach to the surface proteins
of the CD4 cell. Selzentry, on the other hand, targets the CCRS5 receptor
on the CD4 surface. Once bound, the HIV cannot attach to CD4 as the
CCRS is not available to interact with the HIV.

There is ongoing research on another type of inhibitor, which targets
the glycoprotein gp120 on the HIV.

Sources: (1) Food and Drug Administration, Fuzeon. http://www.fda.gov/medwatch/
SAFETY/2004/oct_PI/Fuzeon_PILpdf [accessed September 28, 2007]. (2) Food and Drug
Administration, Selzentry. http://www.fda.gov/cder/drug/mg/maravirocMG.pdf [accessed
September 28, 2007].

2.7 RECEPTORS AND SIGNAL TRANSDUCTION

Cells communicate to coordinate the biochemical functions within the human
body. If the communication system is interrupted or messages are not con-
veyed fully, our bodily functions can go haywire. An example of this is dis-
cussed in Exhibit 2.2: if the p53 protein is mutated, cell growth is unchecked
and cancer can form.

There are hundreds of receptors on the cell surface. They act as “antennas”
to receive signals from the extracellular environment. These signals may be
from endogenous sources, such as neurotransmitters, cytokines, and hormones,
or exogenous sources, such as viruses and drugs. On receiving the signals,
receptors transduce these signals to the cell interior. Within the cell, the signal
may cause a cascade of reactions to proceed. Fig. 2.5 illustrates this signal
transduction process.

Signals may be relatively straightforward, as in the case of ion channels for
opening and closing of channel gates to control migration of ions. There are
also signals that are more complex, involving the binding of ligand to the
receptor. A consequence of the binding is a conformational (shape) change in
the receptor, which leads to further amplifying processes.

We discuss later a number of receptor classes and analyze how signals are
transduced. These receptors are G-protein coupled receptors (GPCRs), ion
channel receptors, tyrosine kinases,and intracellular receptors. A list of selected



RECEPTORS AND SIGNAL TRANSDUCTION 39
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Figure 2.5 Signal transduction showing cascades of reaction occurring inside the
cell.

drugs and target receptors is shown in Table 2.3, and Table 2.4 presents the
mechanisms of action for several drugs.

2.7.1 G-Protein Coupled Receptors

G-protein coupled receptors (GPCRs) represent possibly the most important
class of target proteins for drug discovery. They are always involved in signal-
ing from outside to inside the cell. The number of diseases that are caused by
a GPCR malfunction is enormous, and therefore it is not surprising that most
commonly prescribed medicines act on a GPCR. It is estimated that more than
30% of drugs target this receptor superfamily.

The common feature of this superfamily (there are many different families
and subtypes of receptors in this group) of receptors is that there are seven
domains that cross the cell membrane (Fig. 2.6). These seven transmembrane
receptors are often referred to as serpentine receptors.

The serpentine receptors are coupled to the G-proteins (guanine nucleotide
regulatory proteins) inside the cell. There are three subunits that make up the
G-proteins: o, 5, and . When a ligand, for example, a drug or neurotransmitter,
binds to the receptor on the cell surface, the shape of the receptor changes.
This induces an activated change in the trimeric clusters of ¢, 8, and ysubunits
within the cell. A phosphorylation (the addition of a phosphate group, such as
PO;H,, to a compound) reaction occurs, in which guanosine diphosphate
(GDP) changes to guanosine triphosphate (GTP):

GDP + Phosphate — GTP

This reaction then switches on the effector molecule, and the signal is
relayed along the pathway (see Fig.2.7). When the enzyme GTPase hydrolyzes
GTP to GDP and removes the phosphate group, the trimeric subunits change
back to the inactivated state. This receptor is once again ready to receive and
transmit further signals.
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TABLE 2.3 Selected Drugs and Target Receptors

Drug

Therapeutic Category

Drug Target

Amlodipine (Norvasc, Pfizer)

Atorvastatin (Lipitor, Pfizer)

Augmentin/amoxicillin plus
clavulanic acid
(GlaxoSmithKline)

Bevacizumab (Avastin,
Genentech)

Celecoxib (Celebrex,
Pharmacia)

Clopidogrel (Plavix,
BMS/Sanofi-Aventis)

Erythropoietin (Epogen,
Amgen)

Erythropoietin (Procrit,
Ortho Biotech)

Esomeprazole (Nexium,
AstraZeneca)

Etanercept (Enbrel, Amgen)

Fluoxetine (Prozac, Eli Lilly)

Lansoprazole (Takepron,
Takeda)

Loratadine (Claritin,
Schering)

Olanzapine (Zyprexa, Eli
Lilly)

Omeprazole (Losec,
AstraZeneca)

Paroxetine (Seroxat,
GlaxoSmithKline)

Sertraline (Zoloft, Pfizer)

Simvastatin (Zocor, Pfizer)

Trastuzumab (Herceptin,
Genentech)

Venlafaxine (Effexor, Wyeth)

Cardiovascular
Cardiovascular
Anti-infective

Cancer
Musculoskeletal
Hematology
Hematology
Hematology
Gastrointestinal/
metabolism
Rheumatoid arthritis
Central nervous system
Gastrointestinal/
metabolism
Respiratory
Central nervous system
Gastrointestinal/
metabolism
Central nervous system
Central nervous system
Cardiovascular

Cancer

Central nervous system

Ton channel
Enzyme inhibitor
Enzyme inhibitor

Vascular endothelial
growth factor inhibitor
Enzyme inhibitor

Platelet receptor inhibitor

Transmembrane agonist

Transmembrane agonist

Ion channel

TNF-«

GPCR*

Ton channel

GPCR

GPCR

Ton channel

GPCR

GPCR

Enzyme inhibitor

Overexpressed HER2
protein

Serotonin-norepinephrine
reuptake inhibitor

‘GPCR = G-protein coupled receptor.

Source: Adapted from Renfrey S, Featherstone J. From the analyst’s couch: structural proteomics,
Nature Reviews Drug Discovery 1:175-176 (2002). A comprehensive list of receptors is given by
Imming P, Sinning C, Meyer A. Drugs, their targets and the nature and number of drug targets,
Nature Reviews Drug Discovery 5:821-834 (2006).
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TABLE 2.4 Mechanisms of Action for Selected Drugs

Drug

Mechanism

Antihypertensive

Hydrochlorothiazide Increases sodium and water excretion, decreases blood

Prazosin
Atenolol
Captopril

Verapamil

Atorvastatin

Warfarin

Heparin
Clopidogrel

Benzodiazepines

Bupivacaine

Phenothiazine
Fluoxetine

Albuterol

Cimetidine

Methotrexate
Fluorouracil

Doxorubicin

volume, thereby reduces cardiac output

Alpha-adrenergic receptor antagonist, inhibits symphathetic
stimulation of arteriolar contraction

Beta-adrenergic receptor anatagonist, reduces cardiac output
by decreasing heart rate and contraction

Angiotensin converting enzyme inhibitor, decreases arterial
and venous pressure, reduces cardiac load

Calcium channel blocker, relaxes vascular smooth muscle

Hyperlipidemia

HMG-CoA reductase inhibitor, inhibits conversion of HMG-
CoA to mevalonic acid for the synthesis of cholesterol

Anticoagulant

Inhibits synthesis of clotting factors II (prothrombin), VII, IX,
and X

Activates antithrombin III, inhibitor of thrombin and factor X

Antiplatelet, inhibits expression of glycoprotein receptors to
reduce fibrinogen binding and platelet aggregation

Central Nervous System

Acts as sedative-hypnotic, opens ion channel, chloride ion
influx, leading to neuronal membrane hyperpolarization

Anesthetic, binds to sodium channel, decreases sodium
permeability, stops action potential from propagating and
thus sensory input not available

Functions as antipsychotic by blocking dopamine and 5-HT
receptors

Reduces neurotransmitter uptake by acting as selective
serotonin reuptake inhibitor

A bronchodilator that blocks selective f,-adrenergic receptor,
increases cyclic adenosine monophosphate concentration in
smooth muscle, causes muscle to relax

Antiulcerant

Histamine H, receptor antagonist, reduces volume of gastric
acid produced

Antineoplastic (Cancer)

Inhibits dihydrofolate reductase, enzyme that converts folate
to tetrahydrofolate for thymidine and purine synthesis

Generates two active metabolites: one prevents synthesis of
thymidine, the other interferes with RNA function

Binds to DNA and uncoils DNA




42 DRUG DISCOVERY: TARGETS AND RECEPTORS

DRUG

M% %g P
|| | ¥

Figure 2.6 A G-protein coupled receptor.
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Figure 2.7 Signal cascade in GPCR.

GPCRs are involved in a wide range of diseases, including asthma, hyper-
tension, inflammation, cardiovascular disease, cancer, and gastrointestinal and
central nervous system diseases. From the Human Genome Project, it is esti-
mated that there are about 1000 GPCRs. Current therapeutic drugs are only
targeting about 50 of these GPCRs. Thus, there are many possibilities of devel-
oping new drugs to target this family of receptors.

2.7.2 lon Channel Receptors

There are two main types of ion channel receptors: ligand-gated and voltage-
gated. In addition, some ion channels are regulated through GPCRs or via
activation by amino acids.
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The ligand-gated family consists of receptors of the so-called cys-loop
superfamily (nicotinic receptor, gamma-aminobutyric acid (GABA, and
GABA() receptors, glycine receptors, 5-HT; receptors, and some glutamate
activated anionic channels). The common feature is that they are made up of
five subunits (designated as two ¢, one 3, one ¥, and one 8 subunits—Fig. 2.8).
Natural ligands for this family of ion channels include acetylcholine, GABA,
glycine, and aspartic acid. They are, in general, synaptic transmitters.

Normally, in the resting state, the channel is impermeable to ions. When a
ligand binds to the receptor, it becomes activated and opens a channel to a
diameter of about 6.5 A (6.5 x 10°m). This action allows the migration of, for
example, extracellular sodium ions to the interior of the cell. A cascade of
further changes then proceed within the cell to amplify the signal.

Voltage-gated ion channels depend on changes of transmembrane voltage
to regulate the opening and closing of channel gates. A common feature of
this type of receptor is the presence of four domains, where each domain
consists of six membrane-spanning regions. Some of these channels are the
sodium, calcium, and potassium channels, and they regulate the influx of these
ions into the cell interior to propagate the signal.

Diseases mediated through ion channel receptors include cardiovascular
disease, hypertension, and central nervous system dysfunctions. A voltage-
gated ion channel is a key to the treatment of cystic fibrosis (see Exhibit 2.4).

Na*

Ach Ach

wane it
AR A

Na*

Figure 2.8 A ligand-gated ion channel receptor. ACh = acetylcholine. The binding of
ACh to the o subunits opens the ion channel, allowing Na* ions to flow through the
channel into the cell.
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Exhibit 2.14 Neurotransmitters Binding to GPCR and Ion Channel

Acetylcholine: Binds to cholinergic receptor, which are of two types—
muscarinic and nicotinic.

Gama-aminobutyric acid (GABA): Binds to both GPCR and ion-channel
receptors.

Dopamine: Binds to dopamine receptors D1 and D5, activating adenylyl
cyclase; binds to receptors D2, D3, and D4, inhibiting adenylyl
cyclase.

Norepinephrine: Binds to o~ and B-adrenergic receptors, causing vasocon-
striction and increasing blood pressure for the treatment of hypoten-
sion and shock.

Serotonin: Binds to 5-hydroxytryptamine (5-HT) receptor to act as excita-
tory and inhibitory neurotransmitter; in its inhibitory function, it can
treat anxiety and depression; in its excitatory function, it is an
antipsychotic.

Some examples of the effects of neurotransmitters of the central nervous
system binding to the GPCR and ion channel are given in Exhibit 2.14.

2.7.3 Tyrosine Kinases

This class of receptors transmits signals carried by hormones and growth
factors. The structure consists of an extracellular domain for binding ligands
and a cytoplasmic enzyme domain. The function of kinases is to enable phos-
phorylation. Phosphorylation regulates most aspects of cell life.

When a ligand binds to the receptors, the receptors dimerize and join
together. This action activates the enzyme within the cell. As a result, protein
molecules are phosphorylated (Fig. 2.9).

Other kinase receptors are serine/threonine kinases, protein kinases, and
mitogen-activated protein (MAP) kinases. Insulin, transforming growth factor-
beta (TGF-p), and platelet-derived growth factor (PDGF) are the natural
ligands that interact with kinase receptors.

2.7.4 Intracellular Receptors

Intracellular (nuclear) receptors are located inside cells, in the cytoplasm
or nucleus. Endogenous ligands such as hormones and drugs bind to these
receptors to either activate or inhibit transcription messages from genes. There
is a large superfamily of these intracellular receptors. The common feature is
that they all have a single polypeptide chain consisting of three distinct
domains:
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Figure 2.9 A tyrosine kinase receptor.

« Amino terminus: this region in most instances is involved in activating or
stimulating transcription.

« DNA binding domain: amino acids in this region are responsible for
binding of the receptor to specific sequences of DNA.

« Carboxy terminus, or ligand-binding domain: this is the region that binds
ligands.

2.8 ASSAY DEVELOPMENT

To study drug-receptor/enzyme interaction, it is not always convenient or
appropriate to use a living system of the target receptor. Instead, biochemical
assays can be devised to mimic the target. Very often, the assays use multicolor
luminescence or fluorescence-based reagents. In this way, the reaction path
can be followed in space and time to enable quantitative evaluation of the
reaction.

Many parameters can be monitored, for example, free-ion concentrations,
membrane potentials, activities of specific enzymes, rate of proton generation,
transport of signaling molecules, and gene expression.

Primary assays are devised to incorporate physiological or enzymatic targets
for screening biological activity of potential drug compounds. The biological
assays are then reconfirmed in specific biochemical and whole cell assays to
characterize the target—-compound interaction.

Exhibit 2.15 shows some current assays used in ligand-receptor studies.
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Exhibit 2.15 Reporter Assays and Bioluminescence

Assays can be prepared with a reporter system containing, for example,
the firefly luciferase gene. The reporter cells are coupled to receptor genes.
When a ligand binds to the receptor, a luminescent glow can be observed.
In this way, the effects of the signaling events are evaluated.

There are other reporter gene systems, such as [3-galactosidase (a bac-
terial enzyme), chloramphenicol acetyltransferase (a bacterial enzyme),
and aequorin (a jellyfish protein).

Using blue-light photoreceptors from Bacillus subtilis and Pseu-
domonas putida that contain light-oxygen-voltage sensing domains, flavin
mononucleotide-based fluorescent proteins were produced that can be
used as fluorescent reporters in both aerobic and anaerobic biological
systems.

Source: (1) Naylor LH. Reporter gene technology: the future looks bright, Biochemical
Pharmacology 58:749-757 (1999). (2) Drepper, T, et al. Reporter proteins for in vivo fluo-
rescence without oxygen, Nature Biotechnology 25:443-445 (2007).

2.9 CASE STUDY #2

Anti-inflammatory Therapy*

Since 1898 aspirin (1) has been used to treat pain and inflammation. Although
it is effective, it also causes adverse events in the form of gastrointestinal
bleeding and ulceration. More potent nonsteroidal anti-inflammatory drugs
(NSAIDs) such as ibuprofen (2) and naproxen (3) were developed in the 1960s
and 1970s. Unfortunately, they too suffer from the same dilemma in causing
varying degrees of bleeding and ulceration in prolonged use.

Studies in the 1970s revealed that an enzyme, cyclooxygenase (COX), con-
verts arachidonic acid (4) to an intermediate, prostaglandin H, (§), as shown
below:

Arachidonic acid - Hydroperoxy endoperoxide prostaglandin G, (PGG,) —»
Prostaglandin H, (PGH,)

*Sources: (1) Michaux C, et al. A new potential cyclooxygenase-2 inhibitor, pyridinic analogue
of nimesulide, European Journal of Medicinal Chemistry 40:1316-1324 (2005). (2) Stix G. Better
ways to target pain, Scientific American January: 84-88 (2007).
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Another enzyme converts prostaglandin H, to prostaglandin E, (PGE,):
Prostaglandin H, — Prostaglandin E,

Itis PGE, that is responsible for mediating pain and inflammation. NSAIDs
such as aspirin, ibuprofen, and naproxen block the active site of the COX
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enzyme, preventing the arachidonic acid from docking to this site, and become
converted to PGH, (see Exhibit 2.9).

In the early 1990s two isoforms of the COX enzyme were found: COX-1
and COX-2, with about 60% homology between them (there is actually a
COX-3, but it is a variant of COX-1; there are differences in the two active
sites between COX-1 and COX-2, with the latter possessing an additional
hydrophilic pocket).

COX-1 is found in healthy individuals and is important in maintaining a
balanced physiological role in kidneys and stomach. COX-2, on the other
hand, is induced in the case of inflammation where it mediates the inflamma-
tion process. Aspirin, ibuprofen, and naproxen inhibit both COX-1 and COX-2
indiscriminately. While this reduces the production of PGE, through the inhi-
bition of COX-2, it upsets the hemostasis function of COX-1, which has a
protective function for the mucosal lining, and leads to bleeding and ulcer
formation.

Specific COX-2 inhibitors were developed in the 1990s, culminating in the
approval of three drugs in late 1990s and early 2000s: celecoxib (Celebrex),
rofecoxib (Vioxx), and valdcoxib (Bextra) (see (6), (7), and (8) and Exhibit
2.11).Indeed, these drugs work well as anti-inflammatories and have no appre-
ciable side effects with respect to bleeding and ulcer. But through prolonged
use and under high dosage, both Vioxx and Bextra were found to have the
potential to cause heart attacks and strokes. These two drugs were withdrawn
from the market in 2004/5 although Celebrex is still on the market with a
change in labeling to warn of potential cardiovascular problems for chronic
usage.

H,C
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Recent work in the early 2000s showed a more complicated role for the
COX-2 enzyme; together with additional enzymes, COX-2 generates a number
of other prostaglandin compounds besides PGE,, which have other regulatory
functions:

PGH,; + Enzyme — PGD, (involved in sleep regulation and
allergic reactions

PGH,; + Enzyme — PGF, (controls contraction of the uterus during birth and
menstruation)

PGH, + Enzyme — Thromboxane (TXA, stimulates contraction of blood
vessels and induces platelet
aggregation [clotting])

PGH, + Enzyme — PGI, (dilates blood vessels and inhibits platelet
aggregation; may protect against arteriosclerosis
and damage to stomach lining)

It is postulated that selective inhibition of COX-2 by Vioxx, for example,
halts the production of PGE, as shown below:

PGH, + Enzyme (microsomal prostaglandin E synthase, nPGES) — PGE,

The selective inhibition of COX-2 has no effect on COX-1, which continues
to manufacture PGE, using additional cytosolic prostaglandin E synthase
enzyme (cPGES), and hence the integrity of the stomach lining is maintained.
But at the same time COX-2 inhibition reduces the production of PGI,,leading
to the possibility of cardiovascular problems.

These new findings undoubtedly would pave the way for other more selec-
tive drugs to be developed and we can anticipate better anti-inflammatory
drugs to be available to treat pain and inflammation.
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SUMMARY OF IMPORTANT POINTS

. Pharmaceutical companies evaluate the future direction and R&D

activities based on medical needs, market size, patent protection, and
key competencies.

. Most diseases, apart from trauma and infections, have their origins in

the genes or the proteins associated with them.

. The current approach to drug discovery starts with identification of a

target or targets that cause or lead to disease.

. Microarray is a technology used to study gene interactions and control

of biochemical pathways.

. Target validation is necessary to confirm the validity of a target as rep-

resentative of a disease model before too much investment and time
are expended on it.

. The main drug targets are enzymes and receptors that are found on the

cell surface or reside within the intracellular matrix.

. Drugs interact with enzymes and receptors mainly through van der

Waals forces and hydrogen bonding; they need the correct shapes and
sizes to fit into the active sites of the targets.

. Drugs work in two ways: as agonists and antagonists. Agonists activate

the receptors whereas antagonists deactivate, block, or inhibit the
receptors.

. After binding of drug and receptor, a cascade of signal transductions

occur within the cell and are manifested as a variety of effects on the
diseased biochemical pathways.

The major receptors are GPCRs, ion channels, and tyrosine kinases.

Assays are devised to test biological systems in the laboratories as they
are readily available and provide a means to evaluate the effects of
potential drug candidates.

REVIEW QUESTIONS

. Why is target validation an important process?

. Explain how microarray works.

. What are the main targets for drugs?

. Explain how enzymes work and describe the different types of

€nzymes.

. What is meant by signal transduction?
. Describe the different types of receptors and explain how they

function.

. Why do scientists use assays in drug discovery and development?
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2.12 BRIEF ANSWERS AND EXPLANATIONS

1. The importance of target validation is to confirm the role of the target
and its effect on the biochemical process in altering the disease before
a substantial investment is committed to the R&D.

2. Refer to Section 2.3 and Exhibit 2.7.

3. The main drug targets are enzymes, intracellular receptors, and extracel-
lular (cell surface) receptors. Drugs are normally designed to interact
with these entities either as agonists or antagonists to achieve control
over the disease pathway.

4. Refer to Section 2.6. Explanation should include the blocking action of
the drug on the enzyme and provision of examples of drugs in achieving
this function.

5. Refer to Section 2.7 and Fig. 2.5. It should be noted that the signal trans-
duction process is very dynamic and there are many cascading pathways.
This explains the need to have drugs with specific interactions to reduce
other reactions that can give rise to adverse events (side effects). Section
2.9 shows the effects of drug specificity.

6. The important receptors are GPCRs, ion channels, tyrosine kinases, and
intracellular receptors. Refer also to Appendix 3 for specific functions of
the drugs in interacting with receptors.

7. Assays provide a means to test the potential drug candidate quickly and
in a cost-effective manner. Until such time as the efficacy and safety
assays (including preclinicals in animals) are completed and show that
the candidate has the potential to become a drug, it should never be
tested on humans.
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3.1 INTRODUCTION

The World Health Organization (WHO) in its May 2002 report estimated that
currently up to 80% of the African people and a significant percentage of the
worldwide population still practice some form of traditional medical treat-
ment. Typically, these treatments are in the forms of decoctions, tinctures,
syrups, or ointments with plant or animal products (see Exhibit 3.1).

However, for most readers of this book, the drugs that we are familiar with,
such as analgesics (paracetamol), antibiotics (penicillin), hormones (insulin),
and vaccines (influenza) are not part of the traditional medical armory. These
drugs are either chemically synthesized (small molecule drugs with typical
molecular weights of <500 Da) or produced using rDNA technology (protein-
based large molecule drugs with molecular weights in excess of thousands of
daltons). We will describe the discovery methodologies for the small molecule
drugs in this chapter and that for the protein-based large molecule drugs in
Chapter 4.

There are two main approaches to discovering small molecule drugs:
the irrational approach or the more recent structured rational approach.
Antisense, RNA interference, and chiral drugs are other drug discovery
methodologies.

Exhibit 3.1 Forms of Traditional Medicine

Decoctions: These are liquid extracts of active components and volatile
oils from natural products.

Tinctures: These are made by steeping fresh or dried herbs in alcohol or
vinegar.

Syrups: These are made by combining tinctures or medicinal liquors with
honey or glycerin.

Ointments: These are typically prepared by mixing floral or plant ingre-
dients with essential oil and wax, such as beeswax.
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3.2 IRRATIONAL APPROACH

The basic steps of the irrational or random scanning approach are shown in
Fig. 3.1.

3.2.1 Natural Product Collection

This approach to drug discovery commences with the collection of natural
materials from their habitats. Such collections typically gather 1-5kg of mate-
rials, which may consist of leaves, shoots, bark, and roots of plants. Marine life
forms are collected as well. The locations are recorded, to facilitate further
collection of materials should that be required.

An important aspect of natural product collection is to provide biodiversity,
that is, products with different and diverse chemical compositions so that many
potential variations of chemical compositions and structures can be extracted
for testing.

Collection of natural products, or bioprospecting, used to be relatively
straightforward, with little formality or encumbrances. Now, however, there
are new rules (Exhibit 3.2) to protect the natural habitats.

3.2.2 Extraction of Potential Drug Compounds

Compounds are extracted from natural materials using organic solvents such
as alcohol. Tannins and chlorophylls from plant materials are normally removed
using chromatographic columns, as they can interfere with the screening. In
some cases, animal products, such as venoms from snakes, are gathered for
screening. In other cases, collections of microorganisms are examined. Two
examples are provided below:

- One of the first angiotensin converting enzyme (ACE) inhibitors was
teprotide. It is an antihypertensive drug for use after heart attacks.
The active ingredient was isolated from the venom of a South American
viper snake. Other well-known ACE inhibitors such as captopril and
analopril were developed based on modifications to the venom chemical
structures.

Lead compounds
optimization; purification
and modifications to
enhance properties

Extraction of compounds for
screening; lead compounds
generation

Natural product

collection

Figure 3.1 The basic steps of the irrational drug discovery process.
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Exhibit 3.2 Regulations for Biodiversity Prospecting

Until recently, obtaining samples of plants, microorganisms, animals, and
marine life forms was straightforward. Normally, a researcher would
arrive at the collection site with permission from the local authority and
collect samples without much restriction.

There are now new rules for biodiversity prospecting regarding the
collection of natural products. The 1993 Convention on Biological Diver-
sity (CBD) established sovereign national rights over biological resources
and committed member countries to conserve them, develop them sus-
tainably, and share the benefits resulting from their use.

The CBD requires that permission must be obtained before biological
samples can be taken. To comply with the CBD, an Access and Benefit-
Sharing Agreement (ABA) has to be agreed between the researcher and
the source country providing the natural products. The ABA sets out the
clauses with respect to the observation, development, and benefit sharing
accruing from the use of natural products for medical applications.

With the ABA, the source country must know in advance how the
natural products are to be exploited and the benefits that can be shared.
If the CBD is not observed, the natural products can be treated as being
poached and the patent based on these products may be invalidated.

Source: Gollin MA. New rules for natural products research, Nature Biotechnology 17:921—
922 (1999).

« Tetracyclines are a group of antibiotics derived from bacteria. Chlortet-
racycline was isolated from Streptomyces aureofaciens and oxytetracycline
from Streptomyces rimosus. Tetracyclines act by binding to receptors on
the bacterial ribosome and inhibit bacterial protein synthesis.

Exhibit 3.3 shows the chemical formulas of some of the well-known
drugs.

3.2.3 Screening Compounds to Find “Hits”:
Lead Compound Generation

The next step is the screening of thousands of these compounds to find
lead compounds or potential drug molecules that bind with receptors and
modulate disease pathways. When an interaction happens, it is referred to as
a “hit.”

In some cases, compounds are purchased from laboratories or other sup-
pliers. The collections of various compounds are called “libraries,” and libraries
of large pharmaceutical organizations have from hundreds of thousands to
millions of compounds. For example, the Developmental Therapeutics Program
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Exhibit 3.3 Chemical Formulas of Selected Drugs
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of the United States National Cancer Institute has a collection of more than
600,000 synthetic and natural compounds.

Lead compounds are those that have shown some desired biological
activities when tested against the assays. However, these activities are not
optimized. Modifications to the lead compounds are necessary to improve the
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physicochemical, pharmacokinetic, and toxicological properties for clinical
applications.

3.2.4 Purification and Modifications to Optimize Lead Compounds

Following “hits,” the lead compounds are purified using chromatographic tech-
niques and their chemical compositions are identified via spectroscopic and
chemical means. Structures may be elucidated using X-ray or nuclear magnetic
resonance (NMR) methods.

Further tests are carried out to evaluate the potency and specificity of the
isolated lead compounds. This is usually followed by modifications of the
compounds to improve properties through synthesis of variations to the com-
pounds via chemical processes in the laboratory and frequently with modifica-
tions to the functional groups. The optimized lead compounds go through
many iterative processes to keep improving and optimizing the drug interac-
tion properties to achieve improved potency and efficacy.

Only after all these exhaustive tests are a few candidates selected for pre-
clinical in vivo studies using animal disease models. The current approach is
to perform as many tests as possible based on tissue cultures or cell-based
assays, as they are less costly and provide results more readily. At the end of
this long process is the availability of selected drug candidates with sufficient
efficacy and safety required for human clinical trials.

Drug discovery and development is a tortuous path—factors that constrain
its development may sometimes arise from unexpected quarters, such as envi-
ronmental groups (Exhibit 3.4).

Exhibit 3.4 Paclitaxel (Taxol)

Paclitaxel (Taxol, Bristol-Myers Squibb) is a chemotherapy drug for
ovarian cancer, breast cancer, and certain lung cancers. It was discovered
by the US National Cancer Institute in the 1960s. Originally, it was
extracted from the bark of the North American yew tree (Zaxus brevifo-
lia). Clinical tests had necessitated the harvesting of the bark, and this
method damaged the trees irreversibly.

Environmental groups objected to this practice, and many demonstra-
tions were staged. A solution was eventually found when the needles of
the European yew tree (Taxus baccata) provided a source for the pacli-
taxel precursor without destroying the bark.

Paclitaxel was introduced by Bristol-Myers Squibb in 1993. Today,
paclitaxel or a precursor can be obtained from cell cultures of Taxus
media formed by hybridizing Taxus baccata and Taxus cuspidate.

Source: Taxolog Inc. The Taxol Story, 2000-2001. http://www.taxolog.com/taxol.html
[accessed August 15, 2002].
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3.2.5 High Throughput Screening

As we can imagine, the screening of thousands of natural products using a wet
laboratory chemistry process is extremely time consuming. The latest technol-
ogy in screening is based on laboratory automation and robotics systems. This
is termed high throughput screening (HTS) or ultra-HTS (UHTS). These two
systems can screen thousands and hundreds of thousands of samples per day,
respectively.

The heart of the HTS system is a plate, or tray, which consists of tiny wells
where assay reagents and samples are deposited, and their reactions moni-
tored. The configuration of the plate has changed from 96 wells (in a matrix
of 8 rows by 12 columns) to 384, and now to a high-density 1536-well format,
which enables large-scale screening to be undertaken. Assay reagents may be
coated onto the plates or deposited in liquid form together with test samples
into the wells. Both samples and assay reagents may be incubated, and those
that interact show signals, which can be detected. A variety of detector systems
are used, ranging from radioactive readouts to fluorescence and luminescence.
These signals indicate “hits,” and the strength of a signal shows the quality of
the hit. Lead compounds with good quality hits warrant further evaluation as
potential candidates for optimization or modification to become drug candi-
dates. Exhibit 3.5 shows a schematic representation of HTS.

The aim of HTS and UHTS is cost effectiveness and speed of compound
scanning. Hence, not only does the robotics system have to deliver fast and

Exhibit 3.5 High Throughput Screening
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accurate liquid samples into the wells, but it has to be miniaturized to conserve
the required volumes of the valuable samples and expensive assay reagents.
For 1536 wells, the liquids being dispensed are in the nanoliter (10°L) to pico-
liter (10"2L) range. Ink jet technology provided the technological basis for
liquid dispensation in HTS.

The design of assay systems is another particularly important factor for
testing the sample compounds. Assays have to be specific and sensitive. The
assays used for HTS come in many forms. There are binding assays and
enzyme-based or cell-based assays. Cell-based assays have become an impor-
tant test compared with other in vitro assays, as they can provide information
about bioavailability, cytotoxicity, and effects on biochemical pathway. Invari-
ably, the enzyme-based and cell-based assay systems consist of receptors or
mimetics of receptors (components that mimic active parts of receptors).
Normally the assays are linked to an indicator that shows the ligand-receptor
interaction as some form of signal. Radioligand binding assays were used
previously. However, because of the lengthy processing and limited data pro-
vided, radioligand binding assays have been superseded by other assays. Scin-
tillation proximity assays (SPAs) and reporter systems such as luciferase (an
enzyme in firefly that gives off light) are common forms of signal generation
for assay systems (see Section 2.8). The advantage of cell-based assays over
biochemical assays is that cell-based assays enable the analysis of sample
compound activity in an environment that is similar to the one in which a drug
would act. It also provides a platform for toxicity studies.

The NIH has set up a consortium called the Molecular Libraries Screening
Center Network (MLSCN), which performs HTS on assays provided by the
research community. It currently has more than 100,000 chemically diverse
compounds. This is an initiative of the Molecular Libraries Roadmap, which
also has another two components: Cheminformatics and Technology Develop-
ment. The aim is to generate a comprehensive database of chemical com-
pounds and their bioactivities to enhance the capability for the development
of new drug entities.

3.3 RATIONAL APPROACH

The premise for the rational approach is that drug discovery based on knowl-
edge of the three-dimensional (3D) structure as well as the amino acid sequence
of the chosen receptor molecule would reveal potential binding sites for drug
molecules. Structural information and modeling simulations will help to design
a drug that will fit precisely within the binding site, similar to the lock and key
concepts discussed in Chapter 2. Such information about the receptor or
protein structure will significantly improve the probability of obtaining a suc-
cessful drug and eliminate unlikely drug candidates at a very early stage of drug
discovery. The steps in rational drug discovery are summarized in Fig. 3.2.

The standard techniques used for 3D structural determinations are X-ray
crystallography and NMR spectroscopy. Modeling of drug-receptor inter-
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Structural determinations Modeling of drug molecules Synthesize drug
of target protein/receptor binding to active sites of molecules using
using X-ray protein/receptor using combinatorial chemistry
crystallography and/or computational chemistry and test with HTS assay
NMR methods and bioinformatics system

Figure 3.2 The basic steps of the rational drug discovery process.

Figure 3.3 Crystalline molecules in three dimensions. Unit cells are imaginary blocks
used to represent the regular arrangement of molecules in 3D space.

actions is studied using computational chemistry (in silico) methods and
mining data using bioinformatics. The modeled drug is then synthesized using
combinatorial chemistry and screened against assays in an HTS system. These
enabling technologies are described next.

3.3.1 X-Ray Crystallography

To determine the structures of drug compounds or protein molecules using
X-ray crystallography, it is necessary to have these compounds or molecules
available in crystalline form. For example, when crystals of protein are formed,
the protein molecules are arranged in orderly fashions like tiny imaginary
“cubes” stacked on top of each other. Each of these building blocks contains
a molecule of protein and is termed a unit cell (Fig. 3.3).

For examining atomic structures with bond lengths of 1-2 A, the interrogat-
ing beams ideally should have wavelengths of the same dimensions, to resolve
atomic details. X-rays fulfill this criterion because their wavelength, for
example, CuK, (X-ray using copper target) is 1.5418 A (1.5418 x 10"°m),
which is similar to atomic dimensions.

When X-ray beams are focused on different orientations of these unit cells,
the regular lattice arrangement scatters the X-ray and a 3D diffraction pattern
consisting of thousands of diffraction spots is created. The intensity of each
diffraction spot is the summation of constructive interference by the atoms



62 DRUG DISCOVERY: SMALL MOLECULE DRUGS

(represented as electron density) in the molecule at a certain orientation, and
the dimensions and pattern arrangement are due to the geometric positions
of these atoms within the protein molecule. From the intensities and diffrac-
tion pattern, together with solving the phase angles of the diffracted beams,
highly complex mathematical functions are used to determine the protein
structure. Figure 3.4 shows a diagrammatic representation of the structure
determination process. A more detailed description of X-ray crystallography
is presented in Exhibit 3.6.

Diffracted
beams

Crystal Diffracted pattern

Figure 3.4 Steps in X-ray structure determination. X-ray scattering by the crystal
gives rise to a diffraction pattern. From the diffraction pattern, the molecular structure
can be determined using Fourier transformation mathematical calculations. (Source:
For diffraction photograph, Nicholls H. Double helix photo not taken by Franklin,
BioMedNet News and Comments, 2003. http://news.bmn.com/news/story?day=030425
&story=l#caption_name [accessed April 28, 2003].)

Exhibit 3.6 X-Ray Crystallography

Electrons are the components in atoms that scatter X-rays. The magnitude
of scattering is measured in terms of the atomic scattering factor, f, which
is proportional to the number of electrons in the atom. Hence, heavier
atoms have higher atomic scattering factors. For a molecule composed of
many atoms, the combined scattering of X-rays by a group of atoms is
known as the structure factor, which is the summation of all the atomic
scattering factors in space from the unit cell. This is given by the
equation

F(hkl)=7Y ficos2m(hx; + ky; +1z;)+ Y. f; sin2m (hx; + ky; +Iz;)
where F is the structure factor, fis the atomic scattering factor, 4, k, [ are

the indices for imaginary diffracting planes, and x, y, z gives the position
of the scattering atom.
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It should be noted that F is a vector quantity with magnitude and direc-
tion (phase angle).

The diffraction pattern provides us with intensity and geometric infor-
mation. The equation for intensity of each diffracting plane, 7,4, is given
by

I(hkl)=|F(hkl)’-LP-A

where LP is a combined geometry and polarization factor and A is the
absorption correction factor.

To determine the structure, we have to locate the atoms, which are
given by the electron density equation:

p(xyz)= % > > > F(hkl)exp[-2mi(hx + ky +1z)]
h k [

where V is the volume of the unit cell.

Note that we need F, a complex quantity, to find the electron density.
However, from the intensity we can only derive the amplitude of F. The
lack of phase information requires specific methods for solution, beyond
the scope of this book.

From the intensity, the value for the observed F is obtained. This is
substituted into the electron density equation for locating the atoms that
determine the structure of the protein. Through an iterative process, the
observed and calculated F values are compared to determine the “good-
ness of fit” and hence the quality of the structure.

The quality function is given by the crystallographic reliability factor,
Rf:

Rf =2|F0_E:|/Fo

where F, is the observed structure amplitude from the real molecule, and
F. is the structure factor calculated from the derived structure.

A perfect match has R; = 0. Most protein structures have R; values of
0.05-0.10, and a completely random structure gives an R; of 0.59.

A major drawback with X-ray crystallography is the requirement to obtain
crystals of proteins, which is a difficult process. However, techniques are being
improved and many structures of proteins have been solved—more than
15,000 at the time of this writing. The very nature of crystallization also means
that the protein molecules are “frozen” in space, rather than in the natural
liquid state as found in the human body.
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When a ligand is cocrystallized with protein, the active binding site is easily
discernible from the determined structure. In situations where it is not possible
to insert the ligand, the active site on the protein, which is normally in the
form of a clef or pocket on the surface, can be inferred from comparison with
other known structures. Once the structure of the active site is known, poten-
tial drug molecules can be designed using computational chemistry methods
(Exhibit 3.7). Examples of some of the well-known drugs discovered using X-
ray crystallography are the human immunodeficiency virus (HIV) drugs, such
as amprenavir (Agenerase) and nelfinavir (Viracept). They were designed by
studying the interactions of potential drug compounds using the crystal struc-
ture of HIV protease. The flu drugs zanamivir (Relenza) and oseltamivir
(Tamiflu) were developed with extensive modeling of the crystal structure of
neuraminidase, as described in Exhibit 3.7.

Exhibit 3.7 Development of Zanamivir (Relenza) and
Oseltamivir (Tamiflu)

Flu virus has two types of spikes on the surface: neuraminidase and
hemagglutinin. The neuraminidase and hemagglutinin undergo mutations,
and these mutations account for the different types of flu viruses (Exhibit
4.2).

The virus uses its hemagglutinin to bind to a human cells by interacting
with the sialic acid on the human cell surface. The cell then takes up the
virus. The virus eventually enters the nucleus, where it replicates to
produce many new virus genes. The virus genes combine to become mul-
tiple copies of viruses, which are released from the cell. When viruses are
released, there is a coating of sialic acid on the hemagglutinin, rendering
it unable to bind to a new cell surface. But the neuraminidase of the virus
is able to cleave the sialic acid, thereby letting the hemagglutinin loose to
attach and infect other cells.

There is a conserved part on neuraminidase, and this does not mutate
or bind to sialic acid. X-ray crystallography revealed that this conserved
part is a cleft with four parts. Drug molecules were designed to fit into
this cleft and jam the neuraminidase, so that it is not available to cleave
the sialic acid. When the sialic acid remains intact on the hemagglutinin,
the virus is unable to attach to new cells and propagate the infection.

Two drugs were designed: zanamivir (Relenza) by Glaxo Wellcome and
oseltamivir (Tamiflu) by Roche. Zanamivir is a powder that has to be
inhaled, and oseltamivir is an oral drug.

Source: Laver WG, Bischofberger N, Webster RG. Disarming flu viruses, Scientific American
January:78-87 (1999).
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3.3.2 Nuclear Magnetic Resonance Spectroscopy

NMR is another powerful tool for determining the 3D structures of com-
pounds. In contrast to X-ray crystallography, NMR requires that the com-
pound be in solution, rather than crystalline. It provides information about the
number and types of atoms in the molecule and the electronic environment
around these atoms.

The principle behind NMR is that, when a molecule is placed in a strong
external magnetic field, certain nuclei of atoms within the molecule, such as
'H, PC, N, F, and *'P, will resonate as they absorb energy at specific frequen-
cies that are characteristics of their electronic environment. Because most drug
and protein molecules are composed of hydrogen, carbon, nitrogen, fluorine,
and phosphorus, NMR is ideally suited to unravel structural information of
drugs and proteins.

An NMR spectrum shows the types of environment around the nuclei
(atoms) and the ratios of these nuclei. Compared with X-ray crystallography,
NMR has the advantage of being carried out in concentrated solutions rather
than requiring crystal samples. The solution states are more representative
of the native environment of receptor proteins. NMR can be used to study
ligand-receptor interactions. A receptor protein is labeled with isotopes such
as C or PN, and changes in their spectra when bound with ligands can be
monitored.

However, NMR is limited to molecules with molecular weights of less than
35kDa. Both techniques, X-ray crystallography and NMR, when combined
can provide invaluable information for drug design. With the precise binding
site topologies derived from X-ray crystallography and dynamic properties
obtained from NMR, tailor-made drug molecules can be designed to fit in the
binding sites.

Exhibit 3.8 presents a more detailed description of NMR, and Exhibit 3.9
illustrates the use of NMR in drug discovery.

3.3.3 Bioinformatics

Bioinformatics is the use of information technology for the collation and
analysis of biological data. This field of study started in the 1980s; it was ini-
tially set up by the US Department of Energy for the storage and retrieval of
short sequences of DNA. The database is called GenBank. Now GenBank has
been transferred to the National Institutes of Health’s National Center for
Biotechnology Information (NCBI). Many more databases, both public and
private, have been set up to enable scientists to deposit, revise, retrieve, and
analyze biological information. The Human Genome Project is a prime
example of bioinformatics. Terabytes (2* bytes) of capacity are used to store
the sequence information of billions of DNA base pairs.

As bioinformatics evolves and matures, more and more information beyond
sequences of DNAs and amino acids is added to the database. The amount
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Exhibit 3.8 Principles of NMR

It is a fundamental property of atomic particles, such as electrons, protons,
and neutrons, to have spins. Spins can be classified as +1 or —3 spin. For
example, a deuterium atom, “H, has one unpaired electron, one unpaired
proton, and one unpaired neutron. The total nuclear spin = § (from the
proton) + 1 (from the neutron) = 1. Hence, the nuclear spins are paired
and result in no net spin for the nucleus. For atoms such as 'H, *C, N,
F, and *'P, the nuclei consist of protons with unpaired spins.

In the presence of an external magnetic field, the spin of the nucleus
can align in two energy states: with or against the field. When energy is
applied at the right frequency, resonance occurs and the spin flips from
one energy state to another according to the formula

v=yB

where v is the frequency, yis the gyromagnetic ratio, and B is the external
field strength.

Nuclei are affected by the microenvironment around them. Electrons
around the nuclei shield the magnetic field experienced by the nuclei. If
the electrons are withdrawn, the nuclei will experience a stronger mag-
netic field and require more energy (higher resonance frequency) to flip
the spins, and vice versa. For "H NMR, the hydrogen nuclei of a compound
can resonate downfield (higher frequency) or upfield (lower frequency)
relative to a standard called tetramethylsilane (TMS).

The NMR spectrum also provides information about the number of
nuclei within each distinct environment. This is given by the area under
each resonant peak representing the relative number of nuclei of each
type. Furthermore, the surrounding nuclei also cause a splitting pattern.
For example, one H surrounded by n other H neighbors will have its reso-
nance peak split into n + 1 peaks.

Source: Hornak JP. The basics of NMR. http://www.cis.rit.edu/htbooks/nmr/ [accessed
October 31, 2002].

Exhibit 3.9 NMR in Drug Discovery

In addition to being used for structural determinations of protein targets,
NMR is increasingly being used to examine the dynamic interactions of
ligand-receptor binding. Two NMR properties are particularly important:
chemical shift and nuclear spin relaxation.

When a ligand binds to a protein receptor, it perturbs the microchemi-
cal environment of the protein nuclei through bond formation, hydrogen
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bonding, and/or van der Waals forces. The shifting of the resonance fre-
quency reflects the strength of the interaction.

The nucleus absorbs the magnetic energy and flips to another spin
state. After a finite time, the spin state reverts to the original state through
an equilibrium process. Generally, small molecules with fast rotational
motions have slow relaxation rates. When a ligand binds to a target, the
interaction slows the rotational motions. The relaxation time thus changes.
This is observed via the nuclear Overhauser effects (NOEs), which are a
measure of Brownian motions (rotational motions of molecules). A nega-
tive NOE for a small molecule is indicative of binding to the protein
target.

An example of the use of NMR to design inhibitors of the protein
kinase p38 is shown below. The first NMR spectrum shows the resonance
peaks of nicotinic acid (a) and 2-phenoxy benzoic acid (b) in the absence
of a target enzyme. When a target enzyme is added, in this case the p38
MAP kinase, binding of the ligand and the enzyme causes line broadening
and attenuation of the resonance peaks. This is shown by the second NMR
spectrum, in which the affected peaks are those of the 2-phenoxy benzoic
acid (from 7.2 ppm to 6.6 ppm), indicating the interactions between p38
MAP kinase and 2-phenoxy benzoic acid.
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Example of the use of NMR to design inhibitors. (Source: Pellecchia M, Sem DS,
Wathrich K. NMR in drug discovery, Nature Reviews Drug Discovery 1:211-219
(2002). Used with permission.)
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of data that can be generated is phenomenal. It is reported that the growth
in bioinformatics data exceeded even the well-known Moore’s law for elec-
tronics, which states that the number of transistors on a chip doubles every 18
months. The Internet has played a central role in the growth of bioinformatics.
It provides a comprehensive and easily accessible means for information
storage, retrieval, and analysis.

A process called data mining is used to extract the ever-expanding valuable
information from the databases. Data mining consists of complex computer
algorithms and mathematical functions with testable hypotheses for a range
of analyses. The analyses include homology comparison, gene identification,
RNA transcription, and protein translation. Some of these are discussed in
Chapter 2 under microarrays and expressed sequence tags for target identifica-
tion. Newly sequenced DNA can be compared with previously sequenced
DNA segments of model organisms. Sequences that match or closely resemble
model systems enable scientists to predict the likely proteins being produced.
Bioinformatics also assists scientists in assessing the probable 3D structures
of proteins. Bioinformatics, in conjunction with structural data from X-ray
crystallography and NMR, helps scientists focus on the likely target and the
binding sites for drugs to be designed.

In addition, bioinformatics databases have been expanded to integrate data
on absorption, distribution, metabolism, excretion, and toxicity of drugs.
Through these comprehensive sets of data, scientists have at their disposal
powerful means to relate disease targets and their cellular functions to physi-
ological and pathological processes.

Another application of bioinformatics is the use of pharmacogenomics.
There are some diseases, such as sickle cell anemia (Exhibit 2.3), in which the
difference of one amino acid group can have drastic consequences. These dif-
ferences in nucleotides are termed single nucleotide polymorphisms (SNPs).
SNPs, whether due to genetic origins or environmental factors, translate to
individual differences. By understanding these SNPs using bioinformatics,
more individualized medicines with better efficacy and less adverse effects can
be prescribed.

In essence, bioinformatics is applied as follows:

+ Scan the DNA sequences to determine locations of genes.

+ Analyze transcription and translations of genetic codes to proteins (see
Appendix 2, Section A2.3).

+ Determine possible functions and structures for proteins.

« Predict binding sites for drug interactions and modulations of causative
effects of disease pathway.

- Provide information for drugs to be designed to fit the binding sites.

Analyze SNPs for tailored prescriptions to individuals.

A simplified bioinformatics process for provision of information is shown
in Fig. 3.5.
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Figure 3.5 Bioinformatics flow of information.

3.3.4 Computational Chemistry

Computational chemistry is an in silico method (computational approach) that
is used to determine the structure-activity relationships (SARs) of ligand-
protein receptor binding. It encompasses a number of techniques, such as
computer-assisted drug design, computer-aided molecular design, and
computer-assisted molecular modeling. There are many software algorithms
written for computational chemistry, with different emphasis on modeling and
SAR functions.

When a ligand (drug molecule) interacts with a protein, the protein binds
with the drug and undergoes varying degrees of conformational change to
accommodate the drug. As a result, the biological activity regulated by the
protein is modified, as shown by the equation below, relating SAR as a func-
tion of the interaction:

SAR = f(ligand—protein bonds and conformational change)

The aim of computational chemistry is to perform virtual screening using
computer-generated ligands via a de novo drug design method—the design of
drug compounds by incremental construction of a ligand model within a model
of the receptor or enzyme active site. Libraries of virtual ligands are generated
by computer based on certain building blocks or frameworks (scaffolds) of
chemical compounds. The method uses a genetic algorithm, which simulates
the genetic evolutionary process to produce “generations” of virtual com-
pounds. The new structures may have improved ability to bind to the receptor
protein, similar to the concept of “survival of the fittest” in the biological
process.

To maximize the chances of success, it is necessary to build in “drug-like”
properties. One of the drug-like criteria adopted is the “Lipinski Rule of 5”—
so named because of its emphasis on the number 5 and multiples of 5. The
rule states that potential drug candidates are likely to have poor absorption
and permeability if they have:

+ More than 5 hydrogen bond donors (the sum of ~-OH and NH, groups)

« Molecular weight >500

- Log P (the octanol/water partition coefficient, which indicates lipophilic-
ity) >5, or

+ More than 10 hydrogen bond acceptors (the sum of nitrogen and oxygen
atoms).
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Using information about the 3D shape of a protein receptor active site,
which is derived from X-ray crystallography or NMR, ligands from the virtual
library can be selected and fitted into the site. This is a modeling process known
as docking simulation (Fig. 3.6).

Ligands are selected based on their drug-like properties, shapes, and orien-
tations and distributions of chemical functional groups complementary to
those of the protein. For example, a hydrogen bond donor of the ligand
matches with a hydrogen bond acceptor of the protein, where positive elec-
trostatic charge aligns with negative electrostatic charge and so on. Constitu-
ent side chains or functional groups of the ligands are varied to provide many
different configurations for the docking analysis, with a view to optimize the
best ligands that can be used as potential drug candidates.

Docking simulation is distinct from wet laboratory chemistry, where chemi-
cal reactions are performed using real rather than virtual compounds. The
docking approach is more cost effective and efficient than the conventional
chemical synthesis route. It allows a large database of virtual compounds to
be screened and matched up with the binding site of the targeted protein.

1,5-Diarylpyrazole compound docking into
the active site of cyclooxygenase-2 (COX-
2) as an inhibitor. Different orientations are
AN 7 R, tested to optimize the steric, electrostatic
N and hydrogen boding interactions.
R, denotes 3-methyl-4-(methylthio)-
phenyl, R, denotes CF, and R, denotes H.

Figure 3.6 Docking simulations. (Source: Liu H, Huang X, Shen J, et al. Inhibitory
mode of 1,5-diarylpyrazole derivatives against cyclooxygenase-2 and cyclooxygenase-1:
molecular docking and 3D QSAR analyses, Journal of Medicinal Chemistry 45:4816—
4827 (2002). Used with permission.)
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Scoring systems are set up to quantitatively calculate how well the ligand
docks with the active site in terms of alignment, hydrogen bonding, van der
Waals forces, and electrostatic and hydrophobic interactions. In addition, flex-
ibilities of both the ligands and protein in the binding process as they accom-
modate each other have to be considered.

The affinity of interactions can be calculated in a number of ways. One
example is the force field method to calculate the free energy of binding for
the ligand—protein system before and after the docking, as given by the
equation

AG=TAS, +nE, +Y nE,

where AG is the free energy of binding, TAS,, is the loss of overall rotational
and translational entropy upon binding, #, is the number of internal degrees
of conformational freedom lost on binding, E; is the energy equivalent of
the entropy loss, n, is the number of functional groups in the ligand, and E, is
the binding energy associated with each ligand functional group (Andrews,
2000).

The energy calculations include the rotational and translational changes
and torsional angular effects of the ligands and protein, as well as solvation
and desolvation energies because ligands have to displace water molecules
normally residing in the active site. An analogy is fitting a hand into a rubber
glove. The fingers have to be extended and the glove stretched to accommo-
date the fit similar to the rotational, translational, and torsional changes
required for a good fit. Entrapped air inside the glove has to be expelled, much
like the ligand replacing the water molecules at the active site. A schematic
view is shown in Fig. 3.7.

There are other scoring functions for rating the docking of ligands to the
protein binding site. These functions include ab initio (from first principle)
quantum mechanical calculations, which take into account the electronic
populations of the entire ligand—protein system and the bonding scheme, and
molecular Monte Carlo iterative processes, which consider thermodynamic
properties, minimum energy structures, and kinetic coefficients.

The result of computational chemistry is some potential drug candidates.
These can be synthesized using combinatorial or wet laboratory techniques,
and then tested with assays. Screening an array of ligands virtually is cost
effective and compresses the discovery timeline. Exhibit 3.10 shows a typical
workflow process for virtual screening.

3.3.5 Combinatorial Chemistry

Combinatorial chemistry is a laboratory chemistry technique to synthesize a
diverse range of compounds through methodical combinations of building
block components. These building blocks (reagents) are added to reaction
vessels, and the reactions proceed simultaneously to generate an almost infi-



Figure 3.7 A ligand fitting into a binding site: binding of inositol 1,4,5-trisphosphate
(InsP3) with its receptor. The InsP; receptor plays a key role in cellular and physiologi-
cal processes. (Source: Bosanac I, Alattia JR, Mal TK, et al. Structure of the inositol
1,4,5-trisphosphate receptor binding core in complex with its ligand, Nature 420:696—
700 (2002). Used with permission.)

Exhibit 3.10 Virtual Screening Process

Presented below is a pictorial description of the workflow of a virtual
screening run against a specific target. The typical workflow consists of a
preparation of the virtual library database and the target. Docking simula-
tions are next taken, and various scoring functions are used to rate the
“goodness of fit” for the potential candidate to the target.

Target
structure
available

Virtual library
database

Docking simulations

Scoring

functions
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nite array of compounds, limited only by the imaginations of the scientists. This
technique is in contrast to traditional methods, in which compounds are syn-
thesized sequentially by mixing one reagent with another and with further
reagents to build up the compound. By using combinatorial chemistry tech-
niques, large libraries of many thousands of compounds can be prepared very
quickly, unlike the laborious task needed to collect natural compounds from
the field. However, there is a debate as to which method, combinatorial chem-
istry or natural collection, would provide more diverse range of compounds
and biodiversity to be tested.

The selection of building blocks is based on information derived from, for
example, computational chemistry, where potential virtual ligand molecules
are modeled to fit the receptor—protein binding site. Combinatorial chemistry
commences with a scaffold or framework to which additional groups are added
to improve the binding affinity. Compounds are prepared and later screened
using HTS. In this way, many compounds are tested within a short time frame
to speed up drug discovery.

There are two basic combinatorial chemistry techniques: (1) parallel syn-
thesis and (2) split and mix methods. They are illustrated next.

Parallel Synthesis: We start the reaction by using two sets of building blocks,
amines (A) and carboxylic acids (B). The amines are first attached to solid
supports, normally polystyrene beads coated with linking groups, in separate
reaction vessels for each amine. After the amines have been attached, excess
unreacted amines are washed off. Next, the carboxylic acids are added to the
amines to form the desired amides. We illustrate these steps in Fig. 3.8. Assum-
ing there are 8 amines to react with 12 carboxylic acids in a 96-well plate with
8 rows and 12 columns of tiny wells, the amines, Al to A8, are added across
the rows to each well containing the polystyrene beads. Different types of
carboxylic acids, B1 to B12, are added to the wells in each column.

At A1l A1 At A1 A1 Al A1 A1l A1 Al A1
B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 B11 B12

A2 A2 A2 A2 A2 A2 A2 A2 A2 A2 A2 A2
B1 B2 B3 B4 BS B6 B7 B8 B9 B10 B11 B12

A3 A3 A3 A3 A3 A3 A3 A3 A3 A3 A3 A3
B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 B11 B12

A4 A4 A4 Ad A4 A4 Ad A4 A4 A4 A4 A4
B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 B11 B12

A5 A5 A5 A5 A5 A5 A5 A5 A5 A5 A5 A5
B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 B11 B12

A6 A6 A6 A6 A6 A6 A6 A6 A6 AB A6 A6
B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 B11 B12

A7 A7 A7 A7 A7 A7 A7 A7 A7 A7 A7 A7
B1 B2 B3 B4 BS B6 B7 B8 B9 B10 B11 B12

A8 A8 A8 A8 A8 A8 A8 A8 A8 A8 A8 A8
B1 B2 B3 B4 B85 B6 B7 B8 B9 B10 B11 B12

Figure 3.8 Additions of amines (A) and carboxylic acids (B) in a 96-well plate.
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After the reactions, the compounds are separated from the beads, for
instance, by using UV light, which severs the linking groups. Purification steps
are applied to separate the enantiomeric compounds (see Section 3.6). From
a mere 20 reagents, 8 amines plus 12 carboxylic acids, we end up with 96 dif-
ferent compounds. By using different types of reagents, for example, X, Y, and
Z,we generate X X Y x Z compounds. Hence, very large libraries are obtained
through such combinations.

Split and Mix: Here we use eight amines and eight carboxylic acids as our
example. The amines are added to eight different reaction vessels and attached
to polystyrene beads. Next, all the amines bound to polystyrene are taken and
mixed in one reaction vessel. The mixed amines are then split into eight vessels
of equal portions. Each of these vessels contains amines of Al to A8 bound
to the beads. Carboxylic acids are separately added to each vessel: B1 to vessel
1, B2 to vessel 2, and so on. The compounds prepared would be as follow:

Vessel 1: A1B1, A2B1, A3B1,..., A8B1
Vessel 2: A1B2, A2B2, A3B2, ..., A8B2

Vessel 8: A1B8, A2B8, A3BS, ..., A8BS8

Compounds can be tagged via “coding” groups on the polystyrene beads.
The coding can be performed for each reaction step. At the completion of the
reactions, each compound can be uniquely identified through a decoding
process. All the compounds are screened and tested against target assays, and
the potent ones (“hits”) are selected for analysis, which may include further
synthesis to refine the hits and optimization to yield lead compounds.

Exhibit 3.11 gives a synopsis of the development of Gleevec using the
rational approach.

3.3.6 Genomics and Proteomics

Genomics is the use of genetics and molecular biology to study an organism’s
entire genome. From the sequence of the derived genome, patterns of gene
expression in cells under various conditions, healthy or diseased, can be
discerned.

DNA sequencing includes the following steps:

Identify region of genome of interest — Generate clones of the region —
Purify DNA from clones — Sequence purified DNA

The Human Genome Project (see Appendix 2, Section A2.3.3) was com-
pleted in 2006. One method it used to improve the speed and quality of the
sequencing was capillary array electrophoresis (Exhibit 3.12).
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Exhibit 3.11 A Rational Approach to the Development of
Imatinib Mesylate (Gleevec)

Imatinib mesylate (Gleevec, Novartis; Glivec in countries other than the
United States) is a drug for the treatment of chronic myeloid leukemia
(CML). CML is a result of a chromosomal problem and gives rise to high
levels of white blood cells. An enzyme called BCR-ABL is involved. The
BCR-ABL gene encodes a protein with elevated tyrosine kinase activity
(see Exhibit 7.3).

The lead compound for Gleevec was identified in screening of a com-
binatorial library. This compound is a phenylaminopyrimidine derivative
that inhibits protein kinase C (PKC). It is a signal transduction inhibitor.
Using docking studies and X-ray crystallography, different groups were
introduced into the basic phenylaminopyrimidine template. Stronger
PKC inhibition was obtained with a 3’-pyridyl group, compound (a). An
amide group provided an inhibitory effect on BCR-ABL tyrosine kinase,
compound (b). Compound (c) lost PKC activity but improved tyrosine
kinase inhibition. Solubility and bioavailability were studied, and finally
a methylpiperazine compound (d), code name ST1571, was selected for
clinical trial.
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Development of Gleevec. (Source: Capdeville R, Buchdunger E, Zimmermann J,
Matter A. Glivec (ST1571, Imatinib), a rationally developed, targeted anticancer
drug, Nature Reviews Drug Discovery 1:493-502 (2002). Used with permission.)
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Exhibit 3.12 Capillary Array Electrophoresis

DNA samples are introduced into the 96-capillary array. When the samples
are separated through the capillaries, the fragments are irradiated with
laser light. A charge coupled device measures the fluorescence and acts
as a multichannel detector. The bases are identified in order in accordance
to the time required for them to reach the laser-detector region.
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Source: Oak Ridge National Laboratory. Facts About Genome Sequencing. http://www.ornl.
gov/sci/techresources/Human_Genome/faq/seqfacts.shtml [accessed August 12, 2007].

Proteomics, on the other hand, is the application of molecular biology, bio-
chemistry, and genetics to study the structures and functions of proteins
expressed by cells. Unlike the genome, which is reasonably static, the proteome
changes constantly in response to intra- and extracellular signals. As proteins
are vital to our cells and the biological pathways, an in-depth understanding
of proteomics would help to elucidate the processes of disease and to devise
means to counteract errant cells and processes.

It is estimated that there are more than two million different proteins in
our body. Proteins are involved in a whole host of functions vital to our
well-being:

- As enzymes responsible for catalytic reactions

« As messengers for signaling and transmission

+ As defense systems against microorganisms

- As components for oxygen transport and blood clotting
+ As controls to regulate growth

- As ingredients of tissues and muscles
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When a disease occurs, it is often the defective proteins that are involved.
Most drugs also target receptors and enzymes, which are themselves proteins.
Through an understanding of the proteins and their functions, better and
more specific drugs can be developed (refer to Appendix 2, Section A2.3 for
more information about proteins and Exhibit 3.13 for protein extraction and
studies).

3.3.7 Metabolomics

The NIH refers to the term metabolomics as a means to “identify, measure
and interpret the complex, time-related concentration, activity and flux of
endogenous metabolites in cells, tissues and other biosamples such as blood,
urine and saliva.”

Together with genomics and proteomics, metabolomics—by tracking the
changes to the metabolites—helps to study the multivariate ways in the inter-
actions between cells, tissues, and organs via many complex biochemical path-
ways. The quantitative studies of the substrates, intermediates, and products
from biochemical reactions can yield useful data about healthy and diseased
states and allow for the effects of potential drug candidates to be assessed.

3.3.8 Systems Biology

The advances of drug discovery technologies have been spectacular in the
last two decades; yet they failed to improve the discovery of more disease-
ameliorating molecules. The productivity of new drugs did not match the
concomitant increased investment and technological efforts.

Exhibit 3.13 Protein Extraction and Studies

To study protein from a particular cell type, the cells are grown in nutri-
ents. After a few days, millions of cells are collected and detergents are
added to rupture the cell membranes, thus enabling proteins to be released
into solution. The proteins are separated from the cell debris by centrifu-
gation, where the proteins remain in solution and cell debris settles to the
bottom.

Proteins can be separated using the 2D electrophoresis method. The
first dimension is separation according to the pH of the proteins. The
proteins are placed on a gel strip in a buffer solution. An electrical current
is applied and the proteins separate and migrate to their isoelectric points
(pD).

Next, the proteins are separated according to size. A detergent solution
is added to the proteins gel strip to confer a negative charge to the pro-
teins. Then the gel strip is placed on a precast gel where a voltage is
applied and the proteins separate in accordance with their sizes, the larger
ones moving through the gel at slower rates than the smaller ones.
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Separation according to pH

c—r

Separation according to molecular weight

At this stage each spot on the gel may contain several proteins. The
spot of interest is removed by cutting the gel and dissolving with an
enzyme. Then the cleaved proteins are studied by using chromatography
and mass spectroscopy techniques to determine the amino acids in the
proteins and their sequences. The results are compared with database
and the identities of proteins are revealed.

Critical to the success of drug discovery is the understanding of the complex
biological and disease systems. Systems biology starts from the premise to
relate the complex biological systems down to the level of organs, tissues, cells,
and their molecular pathways and regulatory networks. It is perceived that
biological systems are robust against various perturbations such as mutations,
toxins, and environmental changes but are ill-equipped to deal with perturba-
tions against which they are not optimized.

Systems biology uses computational analysis to integrate genomics, pro-
teomics, and metabolomics data with disease physiology information. A knowl-
edge of the type of genes, protein expression levels, and metabolite production
can identify the specific molecular pathways switched on during certain disease
states. This provides the in silico framework for constructing testable biological
systems.

Cell, tissue, and organ-type models consisting of networks of signaling
pathways, nodes, and regulatory points can be probed with putative drug mol-
ecules. Through understanding the interactions between robustness of biologi-
cal systems, diseases, and drug effects, it is postulated that systems biology
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Exhibit 3.14 Systems Biology

Several approaches are utilized to study systems biology. The bottom—up
approach starts from the molecular level, the “omics,” to identify and
evaluate the genomic and proteomic basis of diseases. The top—down
approach attempts to integrate human physiology and diseases to provide
models to understand disease pathways at organ levels.

Another way is the intermediate method to bridge the two approaches
above. This method determines biologically multiplexed activity profile
data. It integrates biological complexity at multiple levels: pathways, signal
transductions, and environmental factors.

Modeling
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Source: Butcher EC, Berg EL, Kunkel EJ. Systems biology in drug discovery, Nature Bio-
technology 22:1253-1259 (2004).

could provide a better discovery approach for drugs with the desired efficacy

and less adverse effects.

Exhibit 3.14 provides a diagrammatic visualization of the approaches to
tackle this new field of study.

3.4 ANTISENSE APPROACH

Genetic information is transcribed from the genes in the DNA to mRNA. The
information is then translated from the mRNA to synthesize the protein (refer
to Appendix 2). This process is depicted as follows:

DNA —  p» mMRNA — p Protein
transcription translation
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The aim of antisense therapy is to identify the genes that are involved in
disease pathogenesis. Short lengths of oligonucleotides of complementary
sense (hence “antisense”) are bound to DNA or mRNA (Fig. 3.9). These anti-
sense drugs are therefore used to block expression activity of the gene. Infor-
mation (the sense) from either the gene (DNA) or the mRNA is blocked from
being processed (transcribed or translated), and the manufacture of protein
is thus terminated. This technology differs from conventional drugs whereby
the drugs interfere with the disease-causing protein, rather than stopping its
production. Antisense drugs have high specificity since they can match their
targets by countering their genetic codes.

A strategy for antisense therapy is based on the binding of oligodeoxyribo-
nucleotides to the double helix DNA. This stops gene expression either by
restricting the unwinding of the DNA or by preventing the binding of tran-
scription factor complexes to the gene promoter. Another strategy centers
on the mRNA. Oligoribonucleotides form a hybrid with the mRNA. Such
a duplex formation ties up the mRNA, preventing the encoded translation
message from being processed to form the protein.

Although these seem like elegant ways to stop the disease at the source, at
the DNA or mRNA level, there are practical problems. First, the antisense
drug has to be delivered to the cell interior, and the polar groups of oligonucle-
otides have problems crossing the cell membrane to enter the cytoplasm and
nucleus; second, the oligonucleotides have to bind to the intended gene
sequence through hydrogen bonding; and, third, the drug should not exert

DNA mRNA Proteins

Transcription Translation %)’
—_— Antisense %}
<= Drug

(Oligonucleotide)

v
mw>»mwn—0

VS

Traditional Drug

Figure 3.9 Mode of action for antisense drugs. An example is Fomivirsen (Vitravene,
Isis Pharmaceuticals), which is a 21-nucleotide phosphorothioate that binds to the
complementary mRNA of cytomegalovirus and blocks the translation process. Cyto-
megalovirus is a virus that belongs to the herpes group. (Source: Chang YT. Keyword
of the Post Genomic Era—Library, New York University, New York, 2002. http://www.
nyu.edu/classes/ytchang/book/e003.html [accessed September 10, 2002].)
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Exhibit 3.15 Antisense Drugs

Bcl-2: B cell lymphoma protein 2 (Bcl-2) is a family of proteins that regu-
late apoptosis (programmed cell death). Apoptosis is a necessary process
whereby aged or damaged cells are replaced by new cells. Dysfunction of
the apoptosis process results in disease: inhibition of apoptosis results
in cancer, autoimmune disorder, and viral infection, whereas increased
apoptosis gives rise to neurodegenerative disorders, myelodysplastic syn-
dromes, ischemic injury, and toxin-induced liver disease.

Some lymphomas, for example, are related to overexpression of Bcl-2.
Antisense oligonucleotides are specially designed to target the over-
expression of Bcl-2. Oblimersen (Genasense) is an antisense drug by
Genta to block Bcl-2 production and enhance the efficacy of other stand-
ard chemotherapy drugs such as paclitaxel, fludarabine, irinotecan, and
cyclophosphamide.

ICAM-1: Intracellular adhesion molecule 1 (ICAM-1), an immunoglobu-
lin, plays an important role in the transport and activation of leukocytes.
In Crohn’s disease (inflammation of the alimentary tract), there is an
overexpression of ICAM-1, which causes inflammation. Laboratory
studies show that antisense oligonucleotides can reduce the expression of
ICAM-1 and hence inflammation.

Source: Opalinska JB, Gewirtz AM. Nucleic-acid therapeutics: basic principles and recent
applications, Nature Reviews Drug Discovery 1:503-514 (2002).

toxicities or side effects as a result of the interaction. For these reasons, there
have been difficulties in bringing antisense drugs to market.

Currently, there is only one antisense drug on the market—Vitravene
(active ingredient: fomivirsen) for the treatment of cytomegalovirus (CMV)-
induced retinitis (inflammation of the retina) in AIDS patients. Fomivirsen has
21 nucleotides complementary to a CMV mRNA sequence, which is necessary
for the production of infectious virus. Two examples of experimental antisense
drugs are provided in Exhibit 3.15, while Table 3.1 lists other antisense drugs
in clinical phase.

Another antisense drug, Genasense, was refused filing by the FDA for insuf-
ficient evidence to demonstrate its efficacy, although an appeal is ongoing from
early 2007.

3.5 RNA INTERFERENCE APPROACH

RNA interference (RNAI) is a cellular defense mechanism through which
double stranded RNAs (dsRNAs) are processed into short lengths of small
interfering RNAs (siRNAs) of 20-25 nucleotides by an enzyme called Dicer
(Fig. 3.10).
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TABLE 3.1 Selected Antisense Therapies In Clinical Development

Disease or Clinical
Company Drug Target Indication Status
Isis ISIS 301012 ApoB High Phase II
Pharmaceuticals cholesterol
ISIS 113715 PTP-1B Diabetes Phase 11
AVI BioPharma Resten-NG  c-Myc Re-stenosis Phase 11
AVI-4065 Hepatitis C virus Hepatitis C Phase Ib
AVI1-4557 Cytochrome P-450  Drug Phase 1
metabolism
AVI-4020 West Nile virus West Nile Phase I
virus
Genta Genasense  BCI-2 Solid tumors, Phase 111
G4460 c-Myb blood Phase I
cancers
Lorus GTI-2040 R2 subunit of Renal cell Phase 11
Therapeutics RNR carcinoma,
acute
myeloid
leukemia
GTI-2501 R1 subunit of Prostate and Phase I/11
RNR kidney
tumors
Topigen TPI-ASM8  Chemokine Asthma Phase II
receptor-3/
IL-3,-5
TPI-1100 Phosphodiesterases COPD Pre-IND
PDE4 and PDE7
Oncogenex OGX-011 Clusterin Prostate and Phase II
breast
cancer, non-
small-cell
lung cancer
VIRxSYS VRX496 HIV Chronic HIV Phase 1

infection

Source: Potera C. Antisense—down but not out, Nature Biotechnology 25:497-499 (2007).

The siRNAs assemble into a complex called RNA-induced silencing
complex (RISC) and unwind in the process. The single stranded siRNAs then
attach to complementary RNA molecules, thus targeting these RNAs for
destruction—a process that is called gene knockdown.

Using these principles, it is postulated that when genes causing disease
pathways are identified, therapeutic siRNAs in the form of small drug
molecules can be introduced into cells. Through these the siRNAs have high
specificity and only target those errant genes and knockdown the disease

pathways.
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Figure 3.10 siRNA cellular mechanism.

While this technique has its appeal, there are several challenges. Delivery
of the siRNA to the cells has to be devised. One method is the use of plasmid
as a delivery vehicle. Another challenge is to overcome the possibility of invok-
ing the innate immune response. To alleviate this problem, the use of microRNA
rather than siRNA has been proposed.

Several clinical trials are in progress and it will be of interest to see how
this new technology develops.

3.6 CHIRAL DRUGS

Most drugs and biological molecules are chiral. Chirality means “handedness,”
that is, left-hand and right-hand mirror images. This is because of the existence
within the molecules of chiral centers. For example, a carbon atom attached
to four different groups can be oriented in such a way that two different mol-
ecules that are mirror images are obtained (Fig. 3.11).

The two forms of mirror images are called enantiomers, or stereoisomers.
All amino acids in proteins are “left-handed,” and all sugars in DNA and RNA
are “right-handed.” Drug molecules with chiral centers when synthesized
without special separation steps in the reaction process result in 50/50 mixtures
of both the left- and right-handed forms. The mixture is often referred to as a
racemic mixture.

As we can imagine, putting the right hand into a left-handed glove is not
going to give a good fit. Similarly, the presentation of a racemic mixture of
drug to a chiral binding site in a protein will not result in effective therapeutic
treatment. One drug isomer is the actual effective component, while the other
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A A

Cc C

Figure 3.11 Chiral molecules. Black triangular bond projects out of the page, gray
triangular bond projects into the page.

isomer may have varying degree of activity. The other isomer may have little
or no net effect, or it may nullify the activity of the active isomer. Worse still,
it may cause an adverse reaction.

Before the 1980s, most drugs were manufactured in racemic mixtures. These
drugs are being rediscovered so that only the active isomers are synthesized.
The reason is that the active isomer is more effective in the absence of its
mirror image, or it can be prescribed in higher dose without the adverse reac-
tion due to the inactive isomer. Another reason is that pharmaceutical com-
panies are rediscovering the active isomer to extend the life cycle of blockbuster
drugs. This is illustrated in Exhibit 3.16.

3.7 CLOSING REMARKS

Drug discovery is extremely challenging and demanding. The attrition rate for
failures is very high. Although the described approaches for drug discovery
afford a higher probability of success, the astute observations and inventiveness
of the scientists are critical ingredients for success. Exhibit 3.17 shows how
careful observation by Fleming gave rise to one of the most effective drugs.

Very often, drugs are discovered through persistent work and continual
optimization and many tests and trials. This is exemplified by the history
behind the discovery of sildenafil (Viagra, Pfizer), a drug for the treatment of
erectile dysfunction, and the AIDS drug zidovidine (Retrovir, GlaxoSmith-
Kline) (Exhibits 3.18 and 3.19).

3.8 CASE STUDY #3

Lipitor

Lipitor (atorvastatin calcium) is a synthetic lipid-lowering drug. The chemical
name for Lipitor is [R-(R*, R*)]-2-(4-fluorophenyl)-S, &-dihydroxy-5-(1-
methylethyl)-3-phenyl-4-[(phenylamino)carbonyl]-1H-pyrrole-1-heptanoic
acid, calcium salt (2:1) trihydrate. The molecular weight is 1209.42. It is a white
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Exhibit 3.16 Omeprazole and Esomeprazole

AstraZeneca launched omeprazole in 1988. It is a safe and effective drug
for acid reflux, functioning as a proton pump inhibitor. However, the
patent has expired and AstraZeneca has to compete against generics. The
company developed the active isomer and called it esomeprazole. It was
approved by the Mutual Recognition process in Europe in July 2000, and
by the US Food and Drug Administration in February 2001. The chemical
formulas for omeprazole and esomeprazole are shown below.

It was reported that healing of reflux esophagitis with 40mg/day of
esomeprazole is effective in 78% of patients after 4 weeks of treatment
and in 93% of patients after 8 weeks, compared to 65% and 87% of
patients treated with 20mg/day of omeprazole.
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Omeprazole and esomeprazole. The two S atoms are chiral centers. (Source:
Agranat I, Caner H, Caldwell J. Putting chirality to work: the strategy of chiral
switches of drug molecules, Nature Reviews Drug Discovery 1:753-768 (2002).
Used with permission.)
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Exhibit 3.17 Importance of Observation in Drug Discovery

Alexander Fleming was studying bacteria. In 1928, he noticed that the
bacterial cultures that he was growing were ruined when there was a mold
present in the culture. The mold turned out to be Penicillium, which pro-
duces a substance called penicillin. This was found to be very effective in
killing a variety of bacteria.

Exhibit 3.18 Discovery of Viagra

The long, tortuous path from drug discovery to commercialization is
amply demonstrated by the sildenafil (Viagra) story.

Scientists at the Pfizer laboratory set out to discover an antihyperten-
sive drug. The mechanism to lower blood pressure is the following:

+ Atrial natriuretic peptide binds to the GPCR receptor.
- This binding activates the enzyme guanylate cyclase.

 Guanylate cyclase converts guanosine triphosphate (GTP) to cyclic
guanosine monophosphate (cyclic GMP).

+ Cyclic GMP lowers intracellular calcium, leading to (1) release of
sodium in kidney cells or (2) relaxation of smooth muscle in blood
vessels.

The enzyme phosphodiesterase (PDE) converts cyclic GMP to GMP. The
Pfizer scientists wanted to develop a drug to inhibit PDE so that the level
of cyclic GMP remains high, so that the last mechanism step can
proceed.

Sildenafil was developed. However, there are different types of PDEs
(nine are known today). As discussed previously, a potent drug has to be
specific. Sildenafil inhibits PDE-5, which is absent in the kidney, although
sildenafil’s effect on smooth muscle relaxation was confirmed. The direc-
tion of the drug changed to treating angina instead, as sildenafil relaxes
the vascular muscle of the heart.

At clinical trials, sildenafil did not work well as a treatment for angina.
Instead, it was observed that it overcomes erectile dysfunction. Later, it
was found that cyclic GMP also increases the level of nitric oxide, which
is needed in penile erections.

Hence, we can see how the focus of treatment for sildenafil changed
from antihypertensive to angina treatment to overcoming erectile dys-
function, giving rise to the drug called Viagra.
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Exhibit 3.19 Retrovir, an AIDS Drug

Zidovudine (Retrovir, also known as AZT) was the first drug approved
for the treatment of AIDS. The drug was first studied in 1964 as an anti-
cancer drug, but it showed little promise. It was not until the 1980s, when
desperate searches began for a way to treat victims of HIV, that scientists
at Burroughs Wellcome Co. (Research Triangle Park, NC) took another
look at zidovudine. After it showed very positive results in human testing,
it was approved by the FDA in March 1987 for AIDS treatment.

to off-white powder. The tablet is formulated in 10, 20, 40, and 80 mg dosages.
The excipients used are calcium carbonate, candelilla wax, croscarmellose
sodium, hydroxypropyl cellulose, lactose monohydrate, magnesium stearate,
microcrystalline cellulose, Opadry white YS-1-7040, polysorbate 80, and
simethicone emulsion.

In our body cholesterol is manufactured from mevalonate (1), which in turn
is derived from (S)HMG-CoA (2).
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This cholesterol formation reaction is catalyzed by the enzyme HMG-CoA
reductase. One means to stop or reduce the production of cholesterol is to
interfere with the supply of mevalonate. This is the function of Lipitor, which
acts as an inhibitor of HMG-CoA reductase.
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Lipitor enters the active site of the enzyme, blocking the entry of HMG-
CoA, and hence denies it from being reduced and converted to mevalonate.
The diagram below depicts the Lipitor molecule at the active site.

Lipitor molecule at active site. (Source: Istvan ES, Deisenhofer J. Structural mechanism
for statin inhibition of HMG—CoA reductase, Science 292:1160 (2001). http://www.fda.
gov/medwatch/SAFETY/2004/jul_PI/Lipitor_PILpdf [accessed August 20, 2007]. Used
with permission.)

3.9 SUMMARY OF IMPORTANT POINTS

1. The discovery of small molecule drugs can be separated into the irra-
tional and rational approaches.
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2. The irrational approach relies on the screening of many compounds in
the hope of finding a “hit” with the disease target. Compounds screened
include microorganisms, plants, and marine life forms. It is important to
recognize conservation legislation and the sovereignty of the country of
origin of these compounds. Extraction and purification are important
steps to obtain the potential compound. High throughput screening is a
necessary method to evaluate the potential use of the compounds in an
efficient manner.

3. The rational approach commences with an understanding of the disease
targets. The structures of the targets, including the active sites, are studied
using X-ray crystallography and NMR.

4. Bioinformatics, genomics, and proteomics provide information about
genes, proteins, and their functions on diseases. Combinatorial chemistry
is used to generate different combinations of chemical compounds to
test for their possible interactions with the putative disease targets.
Structure-activity relationships of interactions are evaluated to find the
potential drug candidates for further study. Metabolomics and systems
biology are newer techniques in drug discovery.

5. Antisense and RNA interference techniques aim to utilize drug mole-
cules to interfere with the transcription and translation process and stop
diseases from progressing at the source.

6. Chiral drug development provides more effective drugs and extends the
product life cycle of drugs for longer periods.

3.10 REVIEW QUESTIONS

1. Describe the irrational approach to drug discovery and provide examples
of drugs discovered using this approach.

2. Explain the Access and Benefit-Sharing Agreement for biodiversity
prospecting and discuss the pros and cons of this agreement.

3. Which are the techniques used for the rational approach to discover new
drugs? Describe combinatorial chemistry and computational chemistry
in drug discovery.

4. Give an example of a drug discovered under the rational approach and
describe the process undertaken to optimize the drug effectiveness.

5. Discuss the pros and cons of X-ray crystallography and NMR for struc-
tural studies.

6. What are the reasons for the development of new methods, such as
metabolomics and systems biology, to aid in the discovery of new
drugs?

7. What are the mechanisms of action of antisense and RNA interference
drugs in the treatment of diseases?
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. Describe chirality and why is the work on chiral drug important?
. Describe the process for separating proteins in cells.

BRIEF ANSWERS AND EXPLANATIONS

. Refer to Section 3.2 and associated exhibits.
. Refer to Exhibit 3.2. The pros are that both parties—the prospectors and

the source country—understand the obligations, whereas the cons are
the negotiations may be protracted and delay prospecting activities that
could yield beneficial compounds.

. Refer to points 3 and 4 of Section 3.9. Computational chemistry and

combinatorial chemistry are presented in Sections 3.3.4 and 3.3.5.

. Exhibits 3.7 (Relenza and Tamiflu) and 3.11 (Gleevec) provide good

examples of drugs discovered using the rational approach. The important
criteria are (1) finding and validating the target, (2) determining the
active site that can affect the disease pathway, and (3) designing drug
candidates using computational chemistry. Once the drug candidates are
designed, these compounds can be produced using combinatorial chem-
istry and tested with the high throughput system with tailored-made
assays.

. X-ray crystallography can provide very detailed information about the

structure of target molecules but the technique requires good quality
crystals to be grown and the structure determination process can be time
consuming; the information provided is of a static nature. In contrast,
NMR can provide dynamic information about the target interactions
with drug candidates. However, the structural information is limited and
the technique is not applicable for molecules >35kDa. Hence, a combina-
tion of X-ray crystallography and NMR is needed to provide integrated
information to enable more effective drug discovery.

. Metabolomics and systems biology are new fields of study to better

understand diseases and disease pathways. These new studies may help
to discover and develop more effective drugs with fewer adverse reac-
tions in shorter time spans.

. Refer to Sections 3.4 and 3.5.
. Refer to Section 3.6. Chiral drugs are more effective than racemic mix-

tures as they can better interact with active sites to alter disease progres-
sion. An important example is the case of omeprazole and esomeprazole
(Exhibit 3.16). It is also strategically important for pharmaceutical com-
panies to work on chiral drugs to further the product life cycle and
compete with generics.

. Refer to Exhibit 3.13.
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4.1 INTRODUCTION

Unlike the small molecule drugs (pharmaceuticals) described in Chapter 3,
large molecule drugs (biopharmaceuticals) are mainly protein based. Another
distinction is that these protein-based drugs are, in the main, similar to natural
biological compounds found in the human body or they are fragments that
mimic the active part of natural compounds.

The discovery of pharmaceuticals commences with the scanning of hun-
dreds of compounds, whether with actual materials (irrational approach) or
virtual simulations (rational approach). To discover biopharmaceuticals, we
have to examine the compounds within us, for example, hormones or other
biological response modifiers, and determine how they affect the biological
processes. In some cases, we study pathogens such as the influenza virus or
bacteria to derive the vaccines. In other cases, we copy these biological response
modifiers and use them as replacement therapy.

Pharmaceuticals are new chemical entities (NCEs) and they are produced
(synthesized) in manufacturing plants using techniques based on chemical
reactions of reactants. Biopharmaceuticals are made using totally different
methods. These protein-based drugs are “manufactured” in biological systems
such as living cells, producing the desired protein molecules in large reaction
vessels as the living cells grow, or by extraction from animal serum.

Biopharmaceuticals are becoming increasingly important. The reason is
that they are more potent and specific, as they are similar to the proteins within
the body and hence are more effective in treating our diseases. There are three
major areas in which biopharmaceuticals are used: as prophylactic (preventive,
as in the case of vaccines), therapeutic (antibodies), and replacement (hor-
mones, growth factors) therapy. Exhibit 4.1 presents selected statistics for
biopharmaceuticals.

Another term that is used for protein-based drugs is biologics. The FDA
gives the following definition for biologics:

A biological product subject to licensure under the Public Health Service Act is
any virus, therapeutic serum, toxin, antitoxin, vaccine, blood, blood component
or derivative, allergenic product, or analogous product, applicable to the preven-
tion, treatment or cure of diseases or injuries to humans. Biological products
include, but are not limited to, bacterial and viral vaccines, human blood and
plasma and their derivatives, and certain products produced by biotechnology,
such as interferons and erythropoietins. Biologics encompass many different
protein-based drugs, and include blood products such as clotting factors extracted
from blood.
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Exhibit 4.1 Biopharmaceuticals

There are at present about 165 biopharmaceutical drugs approved for
marketing in the United States and the European Union. This market is
worth more than US$50 billion, projected to reach US$70 billion by 2010.
Approvals in the past 3 years are mainly for monoclonal antibodies,
enzymes, and growth factors.

The annual R&D expenditure for biopharmaceuticals is around
US$19-20 billion. There are estimated to be 2500 biopharmaceuticals in
the discovery phase, 900 in preclinical trials, and 1600 in clinical trials. This
represents 44% of all drugs in the development phase and 27% of all
drugs in both preclinical and clinical trials. The most common target is
cancer and monoclonal antibodies and vaccines have the largest amount
of R&D activities.

Source: Walsh G. Biopharmaceutical benchmarks—2006, Nature Biotechnology 24:769-776
(2006).

Table 4.1 shows the major uses of therapeutic biologics, other than vaccines,
in the treatment of patients suffering from various conditions.

In this chapter, we discuss the following topics, but exclude blood
products:

+ Vaccines

+ Antibodies

« Cytokines

« Hormones

+ Gene therapy
 Stem cells

We have included gene therapy and stem cells to present a more compre-
hensive perspective on medical treatments, although they are not drugs by our
conventional definitions.

4.2 VACCINES

Most of us were vaccinated soon after we were born. As we grow up and go
through different stages of life, we are further vaccinated against other dis-
eases. The basis of vaccination is that administering a small quantity of a
vaccine (antigen that has been treated) stimulates our immune system and
causes antibodies to be secreted to react against the foreign antigen. Later in
life, when we encounter the same antigen, our immune system will evoke a
“memory” response and activate the defense mechanisms by generating anti-
bodies to combat the invading antigen.
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TABLE 4.1 Examples of Biologics and Their Uses

Type of Biologic

Treatment Use

Example

Cancer Antibodies

Erythropoietins
TNF blockers

Insulin and insulin
analogues
Interferon-o

Interferon-3

G-CSF (granulocyte
colony-stimulating
factor)

Human growth
hormone

Recombinant
coagulation factors
Enzyme replacement

Antiviral antibodies

Follicle stimulating
hormones
Others

Metastatic cancer, lymphoma

Anemia in kidney and
cancer patients

Rheumatoid arthritis and
psoriasis

Diabetes

Hepatitis B and C

Multiple sclerosis

Neutropenia (low level of
neutrophils leading to
susceptibility to infections)

Natural growth hormone
deficiency

Bleeding episodes or surgical
bleeding in hemophiliacs
Gaucher’s disease, Fabry
disease, and
mucopolysaccharidosis
Preventing respiratory
syncytial virus infections in
premature infants
Infertility

Osteoporosis, asthma, cystic
fibrosis, acute myocardial
infarction, severe sepsis,
psoriasis, non-Hodgkin’s
lymphoma

Herceptin, Avastin, Rituxan,
Erbitux, Procrit, Gleevec,
Sutent

Procrit, Eprex, Aranesp,
Epogen, NeoRecormon

Enbrel, Remicade, Humira,
Rituxan

Novolin, Lantus, Lemevir,
Novolog, Humalog

Pegasys, Peg-Intron,
Ribetron, Copegus

Avonex, Rebif, Betaseron,
Humira, Tysabri,
Copaxone

Neulasta, Neupogen

Genotropin, Norditropin,
Humatrope, Nutropin,
Saizen

NovoSeven, Kogenate,
Refacto, Benefix

Cerezyme, Fabrazyme,
Aldurazyme

Synagis

Gonal-f, Puregon

Forteo, Xolair, Pulmozyme,
Activase/TNKase, Xigris,
Raptiva, Zevalin

Source: Biologic Drug Report. http://www.biologicdrugreport.com/leading.htm [accessed May 25,

2007].

A vaccine formulation contains antigenic components that are obtained
from or derived from the pathogen. These pathogens include mainly viruses,
bacteria, parasites, and fungi. Research has shown that the part of the patho-
gen that causes disease, termed virulence, can be decoupled from the protec-
tive part, so-called immunity. Vaccine development focuses on means to reduce
the virulence factor while retaining the immunity stimulation. Administration
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of vaccines may be oral or parenteral. After the initial vaccination, booster
doses may be needed to maximize the immunological effects.

4.2.1 Traditional Vaccines

Traditionally, vaccines are prepared in a number of ways:

« Attenuated vaccines
« Killed or inactivated vaccines
+ Toxoids

Attenuated Vaccines: The virulence of a pathogen can be reduced in a
number of ways: by chemical treatment, by temperature adaptation, or by
growing the pathogen in species other than the natural host (a process called
“passaging”).

The advantages of attenuated vaccines are (1) they have a low cost of
preparation, (2) they elicit the desired immunological response, and (3) nor-
mally a single dose is sufficient. The disadvantages are (1) a potential to revert
to virulence and (2) a limited shelf life.

Examples of attenuated vaccines are Bacillus Calmette—Guerin (BCG) for
immunization against tuberculosis, Sabin vaccine for poliomyelitis, attenuated
Paramyxovirus parotitidus against mumps, and attenuated measles virus
against measles.

Killed or Inactivated Vaccines: Chemical and temperature treatment are
normally used to kill or inactivate the pathogen. Formaldehyde treatment is
one of the more common methods. Other chemicals used are phenol and
acetone. Another method is to irradiate the pathogen to render it inactive.

The advantages are (1) nonreversal to virulence and (2) relatively stable
shelf life. The disadvantages are (1) they have a higher cost of production, (2)
more control is required for production to ensure reliable processes for com-
plete inactivation, and (3) there is a possibility of reduced immunological
response due to the treatment processes, so multiple booster vaccinations may
be required.

Examples of killed or inactivated vaccines are cholera vaccine containing
dead strains of Vibrio cholerae, hepatitis A vaccine with inactivated hepatitis
A virus, pertussis vaccine with killed strains of Bordetella pertussis, typhoid
vaccine with killed Salmonella typhi, and influenza vaccine with various strains
of inactivated influenza viruses (see Exhibit 4.2 for a discussion of influenza
viruses and vaccines and Exhibit 4.3 on avian influenza H5N1).

Toxoids: Toxoids are derived from the toxins secreted by a pathogen. The
advantages and disadvantages are similar to those for killed or inactivated
vaccines.
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Exhibit 4.2 Influenza Viruses and Vaccines

Influenza is caused by the influenza viruses (orthomyxoviruses). There are
three types of influenza viruses—A, B, and C (based on their protein
matrix, influenza A and B have 8 RNA fragments, C has 7). Influenza A
can infect humans and other animals, while influenza B and C mainly
infect humans only. Unlike influenza A and B, influenza C viruses causes
very mild illness and does not cause epidemics. Influenza A is categorized
into subtypes based on its surface antigens: hemagglutinin and neurami-
nidase (see Exhibit 3.7). There are no subtype classifications for influenza
B. Influenza viruses undergo frequent mutations as they replicate, with
influenza A changing more rapidly than B, causing antigenic shifts in the
hemagglutinin and neuraminidase.

Influenza virus. (Source: Cann AlJ. Influenza virus haemagglutination. http://
wwwmicro.msb.le.ac.uk/LabWork/haem/haem1.htm [accessed May 2,2003]. Used
with permission.)

The nomenclature for classifying influenza virus is as follows:

Type/Site Isolated/Isolate No./Year—for example, A/New Caledonia/
20/99(H3N2), B/Hong Kong/330/2001

There have been three influenza pandemics in the 20th century: in 1918
(Spanish flu, HSN1), 1957 (Asian flu, H2N2), and 1968 (Hong Kong flu,
H3N?2). The pandemic in 1918 killed more than 20 million people world-
wide, and the other two took the lives of 1.5 million people combined. In
1997, the first avian (chicken) flu was transmitted to humans in Hong
Kong. It was caused by influenza A H5N1 (see Exhibit 4.3 for more infor-
mation about HSN1).

Antibodies responsive to influenza antigens are specific to the subtype
and strain. To have an effective influenza vaccine, it is a requirement that
there is an accurate prediction of the subtypes and strains that are expected
to circulate in the influenza season months before the season begins.
When the antigenic match between vaccine and circulating viruses is
close, influenza vaccine is 70-90% effective.

The World Health Organization (WHO) has a network of 110 centers
worldwide that monitor influenza activity and ensure virus isolates and
information are sent to the WHO for strain identification and action. Each
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February (for the Northern Hemisphere winter) and September (for the
Southern Hemisphere winter), the WHO provides advanced recommen-
dations for the composition of the influenza vaccine to be manufactured.
Similarly, the FDA CBER recommends trivalent influenza vaccine to be
prepared for United States.

For the 2007-2008 winter season, the recommended trivalent vaccine
by both the WHO and the FDA is:

A/Solomon Islands/3/2006 (H1N1)—like virus
A/Wisconsin/67/2005 (H3N2)—like virus
B/Malaysia/2506/2004—Ilike virus

Exhibit 4.3 Avian Influenza H5N1

Avian influenza H5N1 is an infectious disease of birds. It can cause two
distinct forms of disease: one is mild while the other is deadly. The virus
is thought to be spread by migratory birds. Animals, especially farm
poultry/animals, that lie under the migratory paths of the birds can become
infected. To date, culling is the most effective means of controlling the
spread of avian influenza in domestic poultry/animals.

There is concern that the virus can infect humans living in close prox-
imity to the infected poultry/animals. As of May 31,2007, there have been
309 cases of humans infected, with 187 fatalities. Most of the cases were
in Indonesia, Vietnam, Egypt, Thailand, and China.

A further fear of this deadly infection is that it may cause a pandemic
through two mechanisms: reassortment where the genetic material is
exchanged between human and virus, or gradual adaptive mutation where
the virus changes to a more potent form. The WHO and member coun-
tries through the IHR (see Case Study #7) are working together to control
this infectious disease.

In April 2007, the FDA approved the H5N1 Influenza Virus Vaccine,
which consists of the hemagglutinin (HA) of the virus strain A/
Vietnam/1203/2004 (clade 1) in the presence of porcine gelatin (a stabi-
lizer) and a mercury derivative, Thimerosal (a preservative).

The influenza vaccine induces the production of antibodies. These anti-
bodies block the attachment of H5SN1 virus to the human respiratory
epithelial cells.

Source: World Health Organization. Avian Influenza—Fact Sheet. http://www.who.int/
mediacentre/factsheets/avian_influenza/en/print.html [accessed June 5, 2007].
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Examples are diphtheria and tetanus vaccines. Diphtheria vaccine is pro-
duced by formaldehyde treatment of the toxin secreted by Corynebacterium
diptheriae. Similarly, tetanus vaccine is obtained from toxins of cultured Clos-
tridium tetani that has been treated with formaldehyde.

4.2.2 New Vaccines

Advances in genomics, molecular biology, and recombinant technology have
provided new directions for the discovery, development, and manufacture of
vaccines. One of the current approaches is a minimalist strategy to decouple
the virulence and immunity functions. The aim is to use only the immunity
part to confer protection, so that the vaccine is safe to be administered. The
approach can be divided into subunit, vector-based, DNA, and peptide
vaccines.

Subunit Vaccines: Subunit vaccines use only a part of the bacteria or virus
instead of the entire pathogen. Normally, the part is derived from the outside
envelope protein of the pathogen. Discovery of the relevant envelope protein
requires knowledge of the genome sequence of the pathogen by identifying
open reading frames (ORFs, see Exhibit 4.4) that potentially encode novel
antigenic surface proteins known as epitopes (Exhibit 4.4), which bind to
antibodies. When identified, the ORFs are cloned to express protein epitopes
using self-replicating plasmids (see Exhibit 10.10 and Appendix 4). The binding
properties of the epitopes can be studied using enzyme-linked immunosorbent
assay (ELISA, Exhibit 4.4) or a fluorescent activated cell sorter (FACS, Exhibit
4.4). After laboratory testing, the leading candidates of epitopes are injected
into animals to determine whether they elicit any antibody response. Those
that provoke a response are selected and optimized to become vaccine candi-
dates with further tests before human clinical trials. Researchers are also
working on multiple epitope subunit vaccines, which can provide different
antigenic binding sites.

A new subunit recombinant vaccine is Gardasil; it is a tetravalent vaccine
against human papillomavirus (HPV) implicated in cervical cancer. See Exhibit
4.5 for detalils.

Vector-Based Vaccines: Viruses and bacteria are detoxified and used as
vehicles to carry vaccines. Subunit vaccines are delivered by carrier vehicles
to elicit the immune response. An example is the use of canarypox (a virus
that infects birds, but not humans) to carry envelope proteins for HIV
treatment. Multiple types of envelope proteins can be delivered with this
method. Clinical trials with this type of vector-based vaccines are being
investigated.

DNA Vaccines: DNA vaccines are sometimes called nucleic vaccines or
genetic immunization. The host (patient) is injected directly with selected viral
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Exhibit 4.4 Important Concepts Related to Subunit Vaccines

An open reading frame (ORF) is a sequence of nucleotides in the RNA
or DNA that has the potential to encode protein. The start triplet is ATG.
It is followed by a string of triplets that code for amino acids. The stop
triplet is TAA, TAG, or TGA (see Exhibit A2.2).

An epitope is an antigenic determinant of the pathogen. It consists of
certain chemical groups that are antigenic, which means that it will elicit
a specific immune response by binding to antibodies.

The enzyme linked immunosorbent assay (ELISA) is a method for
determining the presence of antigen-specific antibodies. Antigens are first
solubilized and coated onto solid support, such as 96-well plates. Test
samples containing antibodies are added, and the antibodies bind to the
antigens on the plate. Excess unbound sample is washed off, and the
antigen—antibody complex is incubated with a second antibody linked to
an enzyme (e.g., alkaline phosphatase, horseradish peroxidase). The labe-
ling with the enzyme catalyzes certain biochemical reactions and provides
a readout (color) to show the presence or absence of the specific anti-
bodies. The process can also be used for detecting antigens. In this case,
the antibodies are coated onto the substrate, followed by antigen attach-
ment and conjugation to an enzyme.

A fluorescence-activated cell sorter (FACS) is a flow cytometry instru-
ment used to separate and identify cells in a heterogeneous population.
Cell mixtures to be sorted are first bound to fluorescent dyes such as fluo-
rescein or phycoerythrin. The labeled cells are then pumped through the
instrument and are excited by a laser beam. Cells that fluoresce are
detected, and an electrostatic charge is applied. The charged cells are
separated using voltage deflection.

Exhibit 4.5 Gardasil

Gardasil is a noninfectious recombinant vaccine consisting of capsid pro-
teins from four different human papillomaviruses (HPVs) of types 6, 11,
16, and 18. HPV causes squamous cell cervical cancer and cervical adeno-
carcinoma, as well as 35-50% of vulvar and vaginal cancers.

The four antigens are produced in a fermentation process using the
yeast Saccharomyces cerevisiae grown in chemically defined media. The
purified antigens are formulated in aluminum-containing adjuvant in
sterile liquid suspension.

In June 2006, the FDA approved the use of Gardasil to vaccinate
females from ages 9 to 26.

Source: Food and Drug Administration. Gardasil. http://www.fda.gov/cber/label/
hpvmer040307LB.pdf [accessed September 28, 2007].
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genes, which contain engineered DNA sequences that code for antigens. The
host’s own cells take up these genes and express the antigens, which are then
presented to the immune cells and activate the immune response.

Peptide Vaccines: Peptide vaccines are chemically synthesized and nor-
mally consist of 8-24 amino acids. In comparison with protein molecules,
peptide vaccines are relatively small. They are also known as peptidomimetic
vaccines, as they mimic the epitopes. Complex structures of cyclic components,
branched chains, or other configurations can be built into the peptide chain.
In this way, they possess conformations similar to the epitopes and can be
recognized by immune cells. An in silico vaccine design approach has been
used to find potential epitopes. A critical aspect of peptide vaccines is to
produce 3D structures similar to the native epitopes of the pathogen.

4.2.3 Adjuvants

Very often, vaccines are formulated with certain substances to enhance the
immune response. These substances are called adjuvants (from the Latin adju-
vare, which means “to help”). The most common adjuvants for human use are
aluminum hydroxide, aluminum phosphate, and calcium phosphate. Other
adjuvants being used include bacteria and cholesterol. Mineral oil emulsions
are normally the adjuvants used in animal studies. The adjuvant known as
Freund’s complete adjuvant consists of killed tubercle bacilli in water-in-
mineral oil emulsion, and Freund’s incomplete adjuvant is a water-in-oil emul-
sion. Both these adjuvants are effective in stimulating an immune response,
but they cause unacceptable side effects in humans (see Table 4.2).

There are three basic mechanisms by which adjuvants assist in improving
immune response. First, adjuvants help the immune response by forming res-
ervoirs of antigens that provide a sustained release of antigens over a long
period. Second, adjuvants act as nonspecific mediators of immune cell function
by stimulating or modulating immune cells. Third, adjuvants can serve as
vehicles to deliver the antigen to the spleen and/or lymph nodes, where immune
response is initiated.

Edible food sources have been tested to deliver vaccines orally; for example,
transgenic potato tuber-based vaccines have been developed. Other food
sources, such as bananas, tomatoes, and corn, are being tested in laboratories
(see Section 11.12). Mucosal vaccines, utilizing genetically modified enterotox-
ins, are delivered intranasally. Research in this area has to ensure the safety
aspect of using enterotoxins.

4.2.4 Recent Vaccine Research and Clinical Activities

The field of vaccine research is very active. Exhibit 4.6 summarizes examples
of some selected vaccines. Appendix 5 shows a table of the production methods
for selected vaccines.
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TABLE 4.2 Examples of Common Adjuvants and Their Mechanisms of Action

Adjuvant

Composition

Mechanism of Action

Alum (aluminum
hydroxide or
aluminum phosphate)

Alum with a
mycobacterial-
derived dipeptide

Alum with Bordetella
pertussis

Freund’s complete
adjuvant

Freund’s incomplete
adjuvant

Immune stimulatory
complexes

Aluminum hydroxide gel

Aluminum hydroxide gel
with muramyl
dipeptide

Aluminum hydroxide gel
with killed Bordetella
pertussis

Oil in water with killed
tubercle bacilli

Oil in water

Open cage-like
structures containing
cholesterol and a
mixture of saponins

Enhanced uptake of antigen
by APC; delayed release of
antigen

Enhanced uptake of antigen
by APC; delayed release of
antigen; induction of
costimulatory molecules on
APCs

Enhanced uptake of antigen
by APC; delayed release of
antigen; induction of
costimulatory molecules on
APCs

Enhanced uptake of antigen
by APC; delayed release of
antigen; induction of
costimulatory molecules on
APCs

Enhanced uptake of antigen
by APC; delayed release of
antigen

Delivery of antigen to
cytosol, allowing induction
of cytotoxic T cell
responses

Source: Coico R, Sunshine G, Benjamini E. Immunology, 5th ed., Wiley-Liss, Hoboken, NJ,

2003.

Exhibit 4.6 Selected Vaccines
Cervical Cancer: See Exhibit 4.5.
Avian Influenza: See Exhibit 4.3.

Alzheimer’s Disease: The vaccine being tested contains a small protein

called B-amyloid (A ). This protein forms abnormal deposits, or “plaques,

]

in the brains of people with Alzheimer’s disease. Researchers believe that
A deposition causes loss of mental function by killing the brain neurons.
The strategy of Af3 vaccination is to stimulate the immune system to clean
up plaques and prevent further Af deposits. Although preclinical and
Phase I studies showed the potential of the vaccine, the Phase II clinical
trial was halted because 15 of 360 patients developed severe brain inflam-
mation. Further studies showed that the Af did generate the desired
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antibody response. An acceptable vaccine may still be possible by modify-
ing the epitope to reduce the inflammation effect.

Source: Frantz S. Alzheimer’s disease vaccine revisited, Nature Reviews Drug Discovery
1:933 (2002).

Pneumococcal Disease: In October 2002, the FDA approved the use of
Prevnar for immunization of infants and toddlers against otitis media—
middle ear infection. Prevnar is a pneumococcal seven-valent conjugate
vaccine. It is formulated with a sterile solution of saccharides conjugated
to the antigen, Streptococcus pneumoniae.

Source: Center for Biologics Evaluation and Research, Product Approval Information,
FDA, Rockville, MD, http://www.fda.gov/cber/approvltr/pneuled100102L.htm [accessed Oct
10, 2002].

Cancer: In cancer, the immune system does not recognize the changes in
cancer cells. Cancer vaccines seek to mimic cancer-specific changes by
using synthetic peptides to challenge the immune system. When these
peptides are taken up by T cells, the immune system is activated. The T
cells search for cancer cells with specific markers and proceed to kill them.
Some vaccines being tested are (1) a peptide called S-defensin 2, which
activates the immune system against tumor activity, and (2) an outer coat
protein of the human papillomavirus to act as a vaccine against cervical
cancer.

Source: National Institutes of Health. Cancer Vaccine. http://www.nih.gov [accessed October
28,2002].

AIDS: (See Exhibit 2.12). AIDS is caused by HIV infection. HIV belongs
to a large family of retroviruses, the Lentiviridae. The HIV genome is
within the RNA. Following infection in humans, the RNA genome of HIV
is reverse-transcribed into DNA and integrated within the human cell.
HIV undergoes frequent mutation and therefore is highly variable. One
technique for producing an AIDS vaccine is to reproduce, using recom-
binant technology, the surface proteins on the HIV. There are two particu-
lar envelope proteins being investigated: gp120 and gp4l. gpl120 is a
trimeric protein and is held together by three transmembrane gp41 pro-
teins. Laboratory studies have shown that vaccines based on these pro-
teins can induce antibody responses to different strains of HIV. Other
AIDS treatments are the use of (1) antiviral (AZT, a reverse transcriptase
inhibitor) drugs, (2) drugs (indinavir) that target and inhibit the produc-
tion of HIV protease, an enzyme required to assemble new virus particles,
and (3) gene therapy—control of viral genome expression through the
use of synthetic oligonucleotides.
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Malaria: Malaria is a major disease in tropical countries. According to
the WHO, 300-500 million individuals are infected with malaria. The
death tolls are 1.5-3.5 million yearly. There are four species of malaria
parasites that infect humans: Plasmodium falciparum, P. vivax, P. ovale,
and P. malariae. Of these, P. falciparum, the predominant malarial parasite
found in Africa, is the most virulent. There are four stages in the P. falci-
parum life cycle: (1) sporozoite (3-5 minutes when it is injected into the
bloodstream by a mosquito); (2) liver stage (1-2 weeks after the parasite
enters the liver, during which it matures; no symptoms are shown in stages
1 and 2); (3) blood stage (2 or more days/cycle during which red blood
cells are invaded and parasites rupture out of red blood cells; fevers and
chills are manifested); and (4) sexual stage (10-14 days during which
parasites mature into the sexual form, ready to be picked up by a mos-
quito to infect the next person). Vaccine strategies are of three types:
preerythrocytic (stages 1 and 2), blood stage (stage 3), and transmission
blocking (stage 4).

Source: Dubovsky F. Creating a Vaccine Against Malaria, Malaria Vaccine Initiative, FDA,
Rockville, MD, 2001. http://www.malariavaccine.org/files/Creating_a_Vaccine_against_
Malaria.pdf, [accessed November 22, 2002].

A new malaria vaccine, RTS, S/AS02D, from GSK has shown very
promising results in a Phase I/IIb double-blind randomized trial of 214
infants in Mozambique. For children in the 1-4 year-old age group, the
most vulnerable group, the vaccine not only lowered the chances of infec-
tion by 65% over 3 months but also reduced episodes of clinical malaria
by 35% in 6 months.

Source: Aponte,J. J. et al., Safety of the RTS,S/AS02D candidate malaria vaccine in infants
living in a highly endemic area of Mozambique: a double blind randomised controlled phase
I/IIb trial, The Lancet DOI:10.1016/S0140-6736(07)61542-6 (2007) [accessed Oct 19, 2007].

Chickenpox: Chickenpox is a highly contagious viral infection that causes
rash-like blisters on the skin surface and mucous membranes. It is gener-
ally mild and not normally life-threatening. For adults, the symptoms are
more serious and uncomfortable than for children. The disease can also
be deadly for some people, such as pregnant women, people with leuke-
mia, or immunosuppressed patients. Varivax (varicella virus vaccine live)
from Merck & Co. was tested on about 11,000 children and adults and
was approved by the FDA in March 1995 as a chickenpox vaccine.

Smallpox: Smallpox is a very contagious disease with a mortality rate as
high as 30-35%. It is estimated that smallpox was responsible for 300-500
million deaths in the 20th century. Fortunately, it has been eradicated in
1979 through strict regimens of vaccination.
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ACAM2000 is a smallpox vaccine using live vaccinia virus for active
immunization of high-risk individuals. Vaccinia virus has the same taxo-
nomic group (classification) as smallpox virus (variola) but it cannot cause
smallpox to be developed. The vaccinia virus causes localized virus infec-
tion and stimulates production of neutralizing antibodies that cross-
protect against smallpox virus. ACAM2000 is supplied in a lyophilized
form and reconstituted into a liquid before vaccination.

Source: Food and Drug Administration. ACAM2000. http://www.fda.gov/cber/label/
acam2000LB.pdf [accessed September 24, 2007].

Herpes Zoster (Shingles): Zostavax is a live attenuated varicella-zoster
virus (VZV) vaccine for the prevention of herpes zoster in individuals 60
years or older. It is supplied in frozen lyophilized form and reconstituted
before vaccination. The vaccine boosts VZV-specific immunity and pro-
tects individuals against zosters and its complications.

Source: Foodand Drug Administration. Zostavax.http://www.fda.gov/cber/label/zostavaxLLB.
pdf [accessed September 24, 2007].

4.3 ANTIBODIES

Antibodies are produced by the B cells of the immune system (Exhibit 4.7).
They are like weapons of our defense system and can be described as “homing
devices” that target antigens and destroy them. Antibodies are immunoglobu-
lins (proteins with immune functions) and are categorized into five different
classes: immunoglobulin G and D (IgG and IgD, ~75%), immunoglobulin A
(IgA ~15%), immunoglobulin M (IgM ~15%), and immunoglobulin E
(IgE < 1%). They differ from each other in size, charge, carbohydrate content,
and amino acid composition. Within each class, there are subclasses that show
slight differences in structure and function from other members of the class.

4.3.1 Antibody Structure

The structure of an antibody is normally depicted as a capital letter Y configu-
ration. IgG is the most predominant antibody. It is a tetrameric molecule
consisting of two identical heavy (H) polypeptide chains of about 440 amino
acids and two identical light (L) polypeptide chains of about 220 amino acids
(Fig.4.1). The four chains are held together by disulfide bonds and noncovalent
interactions.

Within the light and heavy chains are domains, which consist of about 110
amino acids. The domains that have similar polypeptide sequence are termed
constant domains. These are the Cy1, Cy2, and Cy3 domains of the heavy chain
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Exhibit 4.7 Human Immune System

The human immune system is a remarkable system for combating against
foreign substances that invade the body. It protects us from infections by
pathogens such as viruses, bacteria, parasites, and fungi. An important
aspect of the immune system is the self-nonself recognition function, by
means of markers present on a protein called the major histocompatibility
complex (MHC). Substances without such markers are discerned and
targeted for destruction. Although in most cases the immune system func-
tions properly, at times it breaks down. For some people, their immune
systems lack the normal discrimination capability and revert to attack and
destroy their own body cells as if they are foreign. This gives rise to
autoimmune diseases such as rheumatoid arthritis, diabetes, multiple scle-
rosis, and systemic lupus erythematosus. There are also occasions when
the immune system responds with undue sensitivities to innocuous sub-
stances such as airborne pollen, leading to allergies, as in the case of
asthma and hay fever.

Immune responses are mediated through the lymphocytes called B
cells and T cells. Lymphocytes are a particular type of white blood cell.
White blood cells (leukocytes) are divided into granulocytes (neutrophils,
55-70%; eosinophils, 1-3%; and basophils, 0.5-1%) and agranulocytes
(lymphocytes [B and T cells], 20-40%; and monocytes, 1-6%). There are
5000-10,000 white blood cells per milliliter of blood, compared with five
million red blood cells in the same volume.

When pathogens enter the human body, cells called macrophages
(meaning “big eaters”) engulf and ingest the pathogens (antigens). The
antigens are processed by the macrophages, and parts of the antigens are
displayed on the surface in the form of short peptide chains bound to the
MHC protein. These antigen-presenting cells (APCs) of macrophages and
dendritic cells activate the immune response by sensitizing the B and T
cells.

B cells are produced by the bone marrow. In response to activation of
CD4" T helper cells (see below), B cells proliferate and produce antibod-
ies. (The term CD stands for “cluster of differentiation.” They are proteins
coating cell surfaces. Altogether, there are more than 160 different types
of CDs.) The antibodies produced by B cells circulate in the bloodstream
and bind to antigens. Once bound, other cells are in turn activated to
destroy the antigens.

T cells are lymphocytes produced by the thymus gland. There are two
types of T cells involved in immune response: CD4* (CD positive, helper
cells) and CD8" (CD positive, also called T killer, or suppressor, cells).
When the APCs present the antigens to CD4" helper T cells, the secretory
function is activated and growth factors such as cytokines are secreted to
signal the proliferation of CD8" killer cells and B cells. When the CD8*
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cells are activated by the APCs, the CD8" killer T cells directly kill those
cells expressing the antigens. Activated B cells produce antibodies, as
described above.

It is estimated that every B and T cell has about 100,000 protein mol-
ecules on the surface. There are many variations to these surface mole-
cules, which act as receptors for antigens. As many as 10" different surface
receptors can be produced, thus giving rise to a vast probability for the B
and T cells to recognize and bind to a vast array of antigens.

Note: CD4 is a receptor for HIV. Hence, people infected with HIV
have suppressed immune response and develop AIDS because the CD4
cannot function normally.

1gG, IgD, IgE
(monomer)

IgA
(dimer)

IgM
(pentamer)

(b)

Figure 4.1 (a) IgG antibody molecule. (b) IgG, IgD, and IgE are monomeric antibod-
ies. IgA and IgM are polymeric antibodies.



ANTIBODIES 109

Pepain
dlgest — M
Fab
<—— Pepsin
Pepsin
digest —>

ab)g

Fc

Figure 4.2 Different fragments of the antibody molecule.

and the Cp domain of the light chain. Where the sequence is variable, the
domains are called variable domains, one each on the heavy and light chain:
Vy and V.. The variability is confined to particular regions of the variable
domain, called the complementarity-determining regions. These regions have
the appropriate 3D structure to bind to antigens.

An antibody can be cleaved by enzymes such as papain and pepsin into
different fragments (Fig. 4.2).

These different fragments are the following:

« Variable Fragment (Fv): The tips of the two Y arms vary greatly from one
antibody to another. They are the regions that bind to epitopes of antigens
and bring them to the natural killer cells and macrophages for
destruction.

« Antigen-Binding Fragments (Fab), Fab’, and F(ab’),: Various parts that
contain the variable fragment.

« Constant Fragment (Fc): This is the stem of the letter Y. It is the part that
is identical for all antibodies of the same class; for example, all IgGs have
the same Fc. The Fc fragment is the part that links the antibody to other
receptors and triggers immune response and antigen destruction.

4.3.2 Traditional Antibodies

Several decades ago, antibodies were obtained by extraction from blood
samples of immunized animals or human donors. These are polyclonal anti-
bodies, because several different types of antibodies are obtained through this
method, although IgG is normally the predominant component. The steps for
obtaining polyclonal antibodies are illustrated in Fig. 4.3.
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Collect antiserum/
plasma that Purify the Formulate into final
contains the antibodies preparations
antibodies

Immunize large

animal (e.g.,
horse)

Figure 4.3 Production of polyclonal antibodies from horse antisera. (Source: Walsh
G. Biopharmaceuticals: Biochemistry and Biotechnology, Wiley, Hoboken NJ, 1998.)

Examples of some of the polyclonal antibodies are the following:

« Antibodies Derived from Horse Antisera: Botulism antitoxin, diphtheria
antitoxin, scorpion venom antisera, snake venom antisera, spider anti-
venins, and tetanus antitoxin.

- Antibodies Derived from Human Donors: Hepatitis A and B immuno-
globulins, measles immunoglobulins, rabies immunoglobulin, and tetanus
immunoglobulin.

Although polyclonal antibodies have been used for passive immunization
and therapeutic treatments, there are cases when hypersensitivities are induced.
The reason is that polyclonal antibodies contain not only the specific antibody
that binds to the desired antigen but other antibodies, which our immune
system will treat as foreign substances and act against.

4.3.3 Monoclonal Antibodies

The next development was the production of monoclonal antibodies (MAbs)
in the mid-1970s. This uses hybridoma technology, which involves the fusion
of antibody-producing B cells to immortal myeloma cells. Figure 4.4 shows the
preparation of MAbs using hybridoma techniques. A more detailed discussion
of biopharmaceuticals production is presented in Section 10.5.

MADbs are specific in binding to epitopes of antigens. Because MAbs are
produced using murine (mouse) spleen cells, the human immune system can
react against these murine MAbs. The allergic reaction is caused by human
anti-mouse antibodies (HAMA) and they can neutralize the effect of the
MADbs, or even induce rashes, swelling, and kidney problems; it may even be
life threatening. In other cases, the murine MAbs may not be as effective as
human antibodies because of their murine origin.

4.3.4 Humanization of Antibodies

As discussed previously, murine antibodies have limitations. The next phase
of development is to make these murine MAbs more like human antibodies,
by using genetic engineering techniques. A recent approach is to “humanize”
the antibodies to reduce HAMA and improve the avidity of the MAbs (avidity
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Mouse is sacrificed
and the antibody-
producing B cells from
spleen are isolated

Immortal myeloma
cells from human bone
marrow are collected

Mouse injected with

specific antigen. It
produces antibodies

Cells are fused under
incubation to form
hybridomas

Hybridomas are
cultured in specific
medium

Hybridomas that
produce antibodies
binding to original
antigen are selected

These hybridomas are
cultured in large-scale
reactor vessels or grown in
animals

\ 4

Monoclonal antibodies are
purified and then formulated to
be used for passive
immunization purposes

Figure 4.4 Production of MAbs using the hybridoma technique.

is a measure of the affinity or interaction of the binding of an antibody to an
antigen). Several strategies have been adopted. They include replacing certain
fragments of the antibodies.

Chimeric Antibodies: The first generation is the chimeric antibodies (chime-
ric comes from the word Chimera, a Greek mythology beast made of three
animals: a lion, a snake, and a goat). This type of antibody consists of both
murine and human parts. The murine Fv fragments are retained and linked to
the Fc fragment of human IgG. An example of the chimeric antibody is
ReoPro, which prevents blood clots by binding to a receptor on platelets.
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Humanized Antibodies: To further improve the avidity and reduce antige-
nicity, only the specific antigen-binding region is derived from mouse, while
the remainder of the antibody is constructed using human proteins. These are
the humanized antibodies and include the breast cancer targeting MAb called
Herceptin (see Case Study #4).

Full Human Antibody: Full human antibodies are the current engineered
antibodies. Several techniques are used to construct these antibodies. One
method is to fuse human B cells to myeloma cells. These hybridomas will
produce fully human MAbs. Another method is to genetically alter mice in
the laboratory to contain human antibody producing genes. In response to
antigens, antibodies resembling the human antibodies are produced.

4.3.5 Conjugate Antibodies

Antibodies are also prepared to carry “payloads.” Materials such as toxins,
enzymes, or even radioisotopes can be fused to the antibodies (Fig. 4.5). The
strategy here is to use antibodies as vehicles to deliver more effective treat-
ment to specific target cells. Immunotoxins are fusion proteins consisting of a
toxin connected to a MAb. Immunocytokines consist of a fusion of rDNA
encoding the heavy chain of a MAb with the DNA encoding a cytokine. The
aim is to obtain a high local concentration of cytokine to generate an antitu-
mor response. Zevalin and Bexxar are two conjugate antibody drugs, which
carry the radioisotopes yttrium (*Y) and iodine (*'I) for the treatment of
non-Hodgkin’s lymphoma.

Another variation to conjugate antibodies is to use bispecific antibodies.
These are produced using chemical means and recombinant techniques to fuse
separate hybridomas into a hybrid hybridoma (Fig. 4.6). Bispecific antibodies
use one arm of the Fv to target the antigen or tumor cell and the other arm
carries the effector molecule of toxins, radioisotopes, or other drugs.

Effector
molecule

Figure 4.5 Conjugate antibodies.
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Bind to target cell Bind to effector cell

ﬂ

Figure 4.6 Bispecific antibody.

To date, there are 12MADbs approved for the treatment of cancer around
the world, as shown in Table 4.3.

4.4 CYTOKINES

Cytokines are produced mainly by the leukocytes (white blood cells). They
are potent polypeptide molecules that regulate the immune and inflammation
functions, as well as hematopoiesis (production of blood cells) and wound
healing. There are two major classes of cytokines: (1) lymphokines and mono-
kines and (2) growth factors.

4.41 Lymphokines and Monokines

Cytokines produced by lymphocytes are called lymphokines, and those pro-
duced by monocytes are termed monokines. Lymphocytes and monocytes are
different types of white blood cells. The major lymphokines are interferons
(IFNs) and some interleukins (ILs). Monokines include other interleukins and
tumor necrosis factor (TNF).

Interferons: There are two types of interferons: Type I, which includes IFN-«
and IFN-f, and Type II consisting of IFN-y. IFN-« and IFN-J have about 30%
homology in amino acid sequence. There are two more recently discovered
Type I interferons; they are called IFN-w and IFN-7. IFN-¢ and IFN- each
have 166 amino acids, and IFN-yhas 143. Both IFN-¢ and IFN-f are of single
chain structure and bind to the same type of cell surface receptors, whereas
IFN-yis a dimer of two identical chains and interacts with another type of
receptor. All our cells can produce Type I interferons when infected by viruses,
bacteria, and fungi. However, only T cells and natural killer cells can produce
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Type II interferon. Type I interferon binds to receptor, which in turn activates
tyrosine kinase phosphorylation and the subsequent transcription pathway
that induces viral resistance. Similarly, Type II interferon binds to another
receptor and activates the immune response.

Because of its antiviral and anticancer effects, IFN-¢ is used in the treat-
ment of hepatitis and various forms of cancer, such as Kaposi’s sarcoma, non-
Hodgkin’s lymphoma, and hairy cell leukemia. Exhibit 4.8 describes the
treatment of hepatitis C with IFN-o. IFN-J is used for treating multiple scle-
rosis, a chronic disease of the nervous system. The medical application of IFN-y
is for cancer, AIDS, and leprosy.

Interleukins: Interleukins are proteins produced mainly by leukocytes. There
are many interleukins within this family (Table 4.4). Interleukins have a
number of functions but are principally involved in mediating and directing
immune cells to proliferate and differentiate. Each interleukin binds to a spe-
cific receptor and produces its response.

IL-2 is possibly the most-studied interleukin. It is also called T cell growth
factor. IL-2 is a 15kDa glycoprotein produced by CD4" T helper cells. It has
133 amino acids. There are four helical regions and a short f-sheet section
(Fig. 4.7).

Exhibit 4.8 Hepatitis C and Interferon

Hepatitis C is caused by a virus contracted through contaminated blood.
Most infected patients show no sign of hepatitis for a long time. Of
those infected, about 15% will clear the virus, and 85% develop chronic
hepatitis. Up to 30% of patients with chronic hepatitis C will develop
cirrhosis within 20 years, and 5% will develop liver cancer. The WHO
estimates that more than 170 million people worldwide are infected with
hepatitis C.

Interferon is the approved treatment for hepatitis C. In general, there
are four different treatments: (1) IFN-¢, (2) combination therapy of IFN-
ocand another drug called ribavirin, (3) pegylated IFN-¢, and (4) pegylated
IFN-« with ribavirin. Pegylated interferon contains polyethylene glycol,
which increases the half-life (see Section 5.3.5) from 6 hours to 45 hours
and slows down the body’s absorption of interferon. In this way, a more
controlled release of interferon is achieved to prolong absorption. Instead
of a subcutaneous injection of three times weekly, the frequency can be
reduced to once weekly.

Interferons were extracted and purified from human blood supplies up
until the 1980s. The amount produced was very low. Since then, interferons
have been produced using recombinant technology from a variety of cells:
Escherichia coli, fungus, yeast, and mammalian.
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Standard-Interferon | Pegylated-Interferon

Interferon. (Source: Roche. Pegasys improves things for patients with chronic
hepatitis C. http://www.roche.com/pages/facets/10/pegasyse.htm [accessed Novem-
ber 2,2007]. Used with permission.)

Patients receiving IFN experience side effects similar to influenza
symptoms: headache, nausea and tiredness. IFN also decreases red blood
cells, white blood cells and platelet counts. A measure of the effectiveness
of IFN treatment is the marker called alanine aminotransferase in blood.
The normal range is 10-70 U/L.

TABLE 4.4 Selected Interleukins

Cytokine Origin Target cell Effect on Immune Response
IL-2 T cell T cell, NK cell Proliferation of antigen-specific
cells and other immune cells
IL-3 T cell Bone marrow Growth/differentiation of all cell
cells types
IL-4 T cell B cell Stimulation of immunoglobulin (Ig)
heavy chain switching to IgE
IL-5 T cell B cell, eosinophil ~ Growth /differentiation of
eosinophils
IL-7 Bone marrow  Lymphocyte Growth factor
stroma cell
IL-10 Macrophage, = Macrophage, T Inhibition of macrophage function,
T cell cell control of immune response
IL-15 Macrophage NK cell, T cell Proliferation

Source: Adapted from Zane HD. Immunology—Theoretical and Practical Concepts in Laboratory
Medicine, Saunders Philadelphia, 2001.
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Figure 4.7 Interleukin 2 (IL-2) molecule. (Source: Protein Date Bank, PDB ID: 1M47.
http://www.rcsb.org/pdb/cgi/explore.cgi?job=summary&pdbld=1M47&page=.  Arkin
MM, Randal M, Delano WL, et al. Binding of small molecules to an adaptive protein—
protein interface, Proceedings of the National Academy of Sciences USA 100:1603
(2003). Used with permission.)

Exhibit 4.9 Proleukin and Ontak

Proleukin is a recombinant form of IL-2. It is approved for the treatment
of malignant melanoma and renal cell cancer. Ontak (denileukin diftitox)
is a fusion protein for the treatment of persistent or recurrent T-cell lym-
phoma. Activated T cells express IL-2 receptors. Ontak has a fragment
that binds to the IL-2 receptor while the other part presents a diphtheria
toxin to kill the activated T cell.

Sources: (1) Food and Drug Administration. List of Orphan Products Designations and
Approvals. http://www.fda.gov/ohrms/dockets/dailys/00/mar00/030100/1st0094.pdf [accessed
September 21, 2007]. (2) Food and Drug Administration. Ontak. http://www.fda.gov/
medwatch/SAFETY/2006/Mar %20PIs/Ontak_PI.pdf [accessed September 21, 2007].

IL-2 promotes the growth of B cells for antibody production and induces
the release of IFN-yand TNF (see below). It has been approved by the FDA
for the treatment of different types of cancer, including metastatic melanoma
and metastatic renal carcinoma. Examples of IL-2 for the treatment of malig-
nant melanoma and a protein that targets IL-2 receptor in T-cell lymphoma
are given in Exhibit 4.9.

Although IL-2 has not been approved to treat HIV/AIDS, many clinical
trials using IL-2 are being conducted. The strategy is to complement the anti-
HIV therapy by boosting the immune system with IL-2. The replacement
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Exhibit 4.10 Rheumatoid Arthritis and TNF-o

Rheumatoid arthritis is an autoimmune disease of the synovial lining of
joints. Typically, the joints affected are those in the extremities: fingers,
wrists, toes, and ankles. It is a debilitating disease in which ligaments may
be damaged and joints deformed.

In the late 1980s, scientists found that TNF-¢ is involved in causing
arthritis. Standard drug treatment for rheumatoid arthritis used to be
methotrexate, steroids, and nonsteroidal anti-inflammatory drugs
(NSAIDs). These drugs are nonspecific and their effectiveness is variable.
The new set of drugs in the late 1990s was designed to specifically target
TNF-o. Two drugs are especially effective: infliximab (Remicade, Cento-
cor) (a chimeric antibody that targets the TNF-¢) and etanercept (Enbrel,
Wyeth) (a soluble protein receptor for TNF-o that neutralizes its
effect).

The success of these two drugs provides impetus for the development
of other anti-inflammatory drugs aiming at specific inflammatory agents.

therapy of IL-2 administered to AIDS patients increases production of CD4*
T cells and the activities of natural killer cells to combat HIV. Therapeutic
IL-2 is manufactured using recombinant technology.

Tumor Necrosis Factor: There are two types of tumor necrosis factor: TNF-
o and TNF-B. Of the two, TNF-o has been studied in more detail. TNF-¢ is a
157 amino acid polypeptide. It is a mediator of immune regulation, including
the activation of macrophages and induction of the proliferation of T cells.
Another TNF-« function is its cytotoxic effects on a number of tumor cells.
Recent research, however, concentrates on its property in the stimulation of
inflammation, particularly in the case of rheumatoid arthritis. Clinical trials
are being conducted with drugs to block TNF-o with anti-TNF-o monoclonal
antibodies. These antibodies target the excessive levels of TNF-¢ in the syno-
vial fluid of joints and provide relief to sufferers of rheumatoid arthritis
(Exhibit 4.10).

4.4.2 Growth Factors

As the name implies, growth factors stimulate cell growth and maintenance.
We will discuss the following growth factors:

+ Erythropoietin
+ Colony stimulating growth factors
 Vascular endothelial growth factors
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Figure 4.8 Erythropoietin. (Source: Cheetham JC, Smith DM, Aoki KH, et al. NMR
structure of human erythropoietin and a comparison with its receptor bound conforma-
tion, Nature Structural Biology 5:861-866 (1998).)

Erythropoietin: Erythropoietin (EPO) (Fig. 4.8) is a glycoprotein produced
by specialized cells in the kidneys. It has 166 amino acids and a molecular
weight of approximately 36 kDa. EPO stimulates the stem cells of bone marrow
to produce red blood cells. It is used to treat anemia and chronic infections
such as HIV and cancer treatment with chemotherapy where anemia is
induced. Patients feel tired and breathless owing to the low level of red blood
cells. EPO can be prescribed instead of blood transfusion.

Biopharmaceutical quantities of EPO are produced with recombinant cells.
This is achieved through the isolation of the human gene that codes for EPO
and transfection of the gene into cell lines such as Chinese hamster ovary cells
(see Section 10.5). The product is called rhEPO—recombinant human EPO.
EPO is normally administered subcutaneously and is generally well tolerated
by patients.

EPO is considered a banned performance-enhancing drug in the sports
arena, where athletes use EPO to boost their red blood cells with the expecta-
tion of boosting performance (see Exhibit 4.11 for a brief review of
performance-enhancing drugs and Section 11.10 on banned drugs in sports).

Colony Stimulating Growth Factors: Growth factors such as granulocyte
macrophage colony stimulating factor (GM-CSF) and macrophage colony
stimulating factor (M-CSF) are involved in the regulation of the immune and
inflammatory responses. GM-CSF is a glycoprotein with 127 amino acids and
a molecular weight of about 22kDa. It is produced by macrophages and T
cells.

Clinically, GM-CSF is used to stimulate production of blood cells, in par-
ticular, in patients who have received chemotherapy. M-CSF is a glycoprotein
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Exhibit 4.11 Performance-Enhancing Drugs

To help them excel in sports, some athletes use drugs to boost their per-
formance. There are several reasons why drugs are used by athletes:

- To increase oxygen delivery
+ To build muscle and bone

+ To mask pain

- To mask use of other drugs
« As stimulants

EPO is used in blood doping to generate more red blood cells for car-
rying oxygen. It is particularly favored by endurance athletes to enhance
their performance. Human growth hormone (hGH, see description in
Section 4.5.2) is used to build up muscle and bone strength. Both EPO
and hGH are banned in sports.

The recombinant EPO and hGH produced are almost replicas of those
that occur naturally in our body. Hence, it is very difficult to detect these
banned substances if taken by athletes. Another difficulty is the need to
develop reliable and sensitive test methods that take into account differ-
ences of these substances in athletes of different racial groups.

Sources: (1) Zorpette G. All doped up—and going for gold, Scientific American May: 20-22
(2000). (2) Freudenrich C. How Performance-Enhancing Drugs Work. http://entertainment.
howstuffworks.com/athletic-drug-test1.htm [accessed September 24, 2002].

that can exist in different forms. The number of amino acids ranges from just
over 200 to about 500, and molecular weight varies between 45 and 90kDa.
M-CSF is being evaluated clinically for its antitumor activity.

Vascular Endothelial Growth Factor: Vascular endothelial growth factor
(VEGF) is a homodimeric glycoprotein with a molecular weight of 45kDa. It
is a major regulator of tumor angiogenesis (growth of blood vessels).

For cells to grow, a supply of oxygen is required. Our blood delivers oxygen
to the cells, which are within a tenth of a millimeter from blood capillaries. For
tumor cells, if they grow larger than a millimeter, they will be denied oxygen
if there are no new vessels formed. VEGF is used by tumor cells to form new
blood vessels. It binds to receptors on the surface of endothelial cells and
signals them to form new vessels. This will promote further tumor growth and
metastasis, leading to the spread of tumor to other parts of the body.

Two recent MAbs have been approved by the FDA to treat prostate cancer
and macular degeneration through the use of the antibodies to target VEGF
and stop angiogenesis (Exhibit 4.12).
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Exhibit 4.12 Avastin and Lucentis

Avastin: Bevacizumab (Avastin) is a monoclonal IgG, antibody. It binds
to vascular endothelial growth factor (VEGF) and prevents VEGF from
interacting with its receptors (Flt-1 and KDR) on the surface of endothe-
lial cells. Thus, it inhibits endothelial cell proliferation and new blood
vessel formation, leading to reduction of microvascular growth and inhibi-
tion of metastatic disease progression.

Bevacizumab is produced using CHO expression in a nutrient
medium with gentamicin antibiotic. It has a molecular weight of 149kDa.
The antibody is humanized, with human framework and murine
complementarity-determining regions.

Source: Food and Drug Administration. Avastin. http://www.fda.gov/medwatch/
SAFETY/2005/Jan_PI/Avastin_PIL.pdf [accessed September 17, 2007].

Lucentis: Ranibizumab (Lucentis) is a monoclonal IgG, antibody. It is
designed for intraocular use for the treatment of age-related macular
degeneration (AMD)—thinning of the retina—which affects the central
vision of the elderly. The antibody binds to the vascular endothelial growth
factor A (VEGF-A) and inhibits the biological activity.

Ranibizumab is produced in E. coli expression system in a nutrient
medium containing the tetracycline antibiotic. It has a molecular weight
of 48kDa.

Source: Food and Drug Administration. Lucentis. http://www.tda.gov/cder/foi/label/2006/
1251561bl.pdf [accessed September 17, 2007].

4.5 HORMONES

Hormones are intercellular messengers. They are typically (1) steroids (e.g.,
estrogens, androgens, and mineral corticoids, which control the level of water
and salts excreted by the kidney), (2) polypeptides (e.g., insulin and endor-
phins), and (3) amino acid derivatives (e.g., epinephrine, or adrenaline, and
norepinephrine, or noradrenaline). Hormones maintain homeostasis—the
balance of biological activities in the body; for example, insulin controls the
blood glucose level, epinephrine and norepinephrine mediate the response to
the external environment, and growth hormone promotes normal healthy
growth and development.

4.5.1 Insulin

Insulin is produced in the pancreas by f cells in the region called the islets of
Langerhans. It is a polypeptide hormone consisting of two chains: an A chain
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Figure 49 Human insulin molecule. Refer to Table A2.1 for the names of amino
acids.

with 21 amino acids with an internal disulfide bond, and a B chain with 30
amino acids. There are two disulfide bonds joining these two chains together
(Fig. 4.9). The molecular weight is around 6.8 kDa. Insulin regulates the blood
glucose level to within a narrow range of 3.5-8.0mmol/L of blood.

Insulin was originally (since the 1930s) obtained from porcine and bovine
extracts. Bovine insulin differs from human insulin by three amino acids, and
it can elicit an antibody response that reduces its effectiveness. Porcine insulin,
however, differs in only one amino acid. An enzymatic process can yield insulin
identical to the human form. Currently, insulin is produced via the rDNA
process; it was the first recombinant biopharmaceutical approved by the FDA
in 1982. The recombinant insulin removes the reliance on animal sources of
insulin and ensures that reliable and consistent insulin is manufactured under
controlled manufacturing processes. A description of diabetes mellitus and
insulin is presented in Exhibit 4.13.

In January 2006, the FDA approved the inhalable insulin Exubera for type
I and type II diabetes. Details are presented in Exhibit 4.14.

4.5.2 Human Growth Hormone

Human growth hormone (hGH) is a polypeptide with 191 amino acids. It is
secreted by the pituitary gland. This hormone stimulates the production of
insulin-like growth factor-1 (IGF-1) from the liver. Most of the positive effects
of hGH are mediated by the IGF-1 system, which also includes specific binding
proteins.

A major function of hGH is the promotion of anabolic activity, that is, bone
and tissue growth due to increase in metabolic processes. Other biological
effects of hGH are stimulation of protein synthesis, elevation of blood glucose
level, and improvement of liver function.
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Exhibit 4.13 Diabetes Mellitus and Insulin

Diabetes mellitus occurs when the human body does not produce enough
insulin. This form of diabetes is called insulin-dependent diabetes mellitus
(IDDM, or juvenile diabetes, or type I diabetes). IDDM is an autoimmune
disease (see Exhibit 4.7) in which the  cells are targeted by the body’s
own immune system and progressively destroyed. Once destroyed, they
are unable to produce insulin.

Production of insulin is triggered when there is a rise in blood sugar,
for example, after a meal. Most of our body cells have insulin receptors,
which bind to the insulin secreted. When the insulin binds to the receptor,
other receptors on the cell are activated to absorb sugar (glucose) from
the bloodstream into the cell.

When there is insufficient insulin to bind to receptors, the cells are
starved because sugar cannot reach the interior to provide energy for vital
biological processes. Patients with IDDM become unwell when this
happens. They depend on insulin injection for survival.

Another form of diabetes is non-insulin-dependent diabetes mellitus
(NIDDM, or adult diabetes, or type II diabetes). In this case, insulin is
produced and a normal insulin level is detected in blood. But for various
reasons its effect is reduced. This may be caused by a reduced number of
insulin receptors on cells, or reduced effectiveness in binding to these
receptors. The cause is complex and may involve genetic make-up, changes
in lifestyle, nutritional habits, and environmental factors.

Exhibit 4.14 Inhalable Insulin

Exubera is an inhaled insulin. It represents a major step forward since the
first insulin injection was approved in the 1920s. The insulin particles are
formulated to a certain micron size for deep lung delivery. An inhaler is
used to achieve the delivery. The large surface area of the thin alveolar walls
in the lungs allows for fast absorption of the insulin into the bloodstream.

A number of side effects, however, have been reported, such as cough-
ing, shortness of breath, sore throat, and dry mouth. There is also concern
over the prolonged delivery of insulin into the lungs.

It was expected to be a US$2 billion drug but in October 2007, Exubera
was withdrawn from the market due to low demand by patients. The problem
stems from the higher cost of the medication, the cumbersome inhaler, con-
fusing dosage calculations, and possible effects on pulmonary function.

Sources: 1. Walsh J. [Insulin—Diabetes Mall. http://www.diabetesnet.com/diabetes_
treatments/insulin_inhaled.php [accessed August 21, 2007]. (2) Exubera Official Site. http://
www.exubera.com/content/con_index.jsp?printFriendl=true [accessed November 13, 2007].
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Overproduction of hGH during puberty leads to gigantism, and deficiency
during this period results in dwarfism. The current main therapeutic use of
hGH is for the treatment of short stature. As discussed in Exhibit 4.11, hGH
is used by athletes illegally to enhance their performance. This hormone is also
sold without prescription with claims of improvement to body composition
(lean body mass, fat mass, fluid volume), bone strength, immune function,
youthful vigor, and general well-being.

4.6 GENE THERAPY

In essence, gene therapy can be described as “good genes for bad genes.” The
technology involves the transfer of normal, functional genes to replace geneti-
cally faulty ones so that proper control of protein expression and biochemical
processes can take place. Although this seems straightforward, the major ques-
tion is: How do we get the normal genes to the intended location?

This question revolves around the delivery tools for the genes. The transport
system or vehicles used are called vectors (gene carriers). There are two basic
gene therapy techniques: in vitro and in situ methods.

For the in vitro method, some of the patient’s tissues, which have the genetic
fault, are removed. Cells are selected from these tissues and normal genes are
loaded into the cells with vectors. The modified cells are then returned to the
patient to correct the genetic fault. With the in situ method, genes encapsulated
by the vectors are injected directly into the tissues to be treated. Figure 4.10
shows the basis for gene therapy.

Whether using the in vitro or in situ method, genes are first loaded onto the
vectors. A number of vectors are used (Table 4.5).

The most common vectors used today are viruses, with retroviruses being
the preferred candidates, as they are efficient vectors for entering humans and

Removal of
cells with
defective genes
/ from the body
Normal genes in Normal genes
vectors injected — » inserted into
into body cells in
laboratory
Cells with
corrected
genes returned
to the body

Figure 4.10 Basis of gene therapy.
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TABLE 4.5 Vectors for Gene Therapy

Adeno-
Retrovirus Adenovirus Associated Virus  Liposomes  Naked DNA
Advantages
Integrates genes Large capacity Integrates genes Do not have Do not have
to host for carrying to host viral genes, viral
chromosomes, foreign chromosomes so do not genes, so
chance of genes cause do not
long-term disease cause
stability disease
Disadvantages
Integration is Transient Small capacity Less efficient Inefficient
random, function of for foreign than gene
mostly on genes genes viruses transfer
dividing cells

Source: Friedman T. Overcoming the obstacles to gene therapy, Scientific American June:96-101
(1997).

replicating their genes within human cells. Scientists take advantage of this
biological function. Disease-causing genes from the viruses are removed, and
the therapeutic genes are inserted. Retroviruses carrying the desired thera-
peutic genes are placed in the patient’s body. When the viruses invade the cells,
they “infect” these host cells and the therapeutic genes are added to the host
DNA. In this way, the new genes function and take over from the original
faulty genes.

Theoretically, this appears to be a fitting solution to gene problems. However,
there are problems, such as immune and inflammation responses, toxicity, and
means to target the intended cells. Nonviral vectors may overcome the prob-
lems with viral delivery agents. Lipids, in the form of liposomes and other lipid
complexes, are being studied. Injection of DNA directly into a patient’s muscle
cells is another avenue being researched.

Another hurdle surrounding gene therapy is the identification of genes
causing the disease. Effective cures can only arise when there is a good under-
standing of the roles of particular genes in diseases. Some of the diseases to
which gene therapy may be applicable are cancer, hemophilia, sickle cell
anemia, cystic fibrosis, insulin-dependent diabetes mellitus (see Exhibit 4.13),
emphysema, Alzheimer’s disease, Huntington’s disease, and severe combined
immune deficiency (SCID). To date, the FDA has not approved any gene
therapy product. Numerous clinical trials are in progress (Exhibit 4.15).
Gene therapy also involves ethical considerations. This issue is discussed in
Section 11.6.
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Exhibit 4.15 Gene Therapy Trials

The first gene therapy trial was conducted in September 1990. A 4-year-
old girl with SCID (an inherited immune disorder disease, otherwise
known as the “bubble boy” syndrome) was treated in Cleveland, Ohio.
She is doing well some 10 years after the treatment. A second girl with
the same disorder underwent gene therapy and she too continues to do
well.

These are the successes; there are many failures as well. More than 400
gene therapy clinical trials have been conducted, mainly on cancer, but not
many cases worked. In 1999, an 18-year-old boy in Pennsylvania unexpect-
edly died from a reaction to gene therapy when he was treated for a meta-
bolicdisease. This trial raised manyissues,and many trials with discrepancies
and unreported adverse events were suspended by the FDA.The FDA has
since introduced tighter controls for gene therapy trials.

In April 2007 British doctors performed gene therapy on some young
adults with a type of childhood blindness, Leber’s congenital amaurosis.
The blindness is caused by a faulty RPE65 gene. The doctors inserted
normal RPE65 genes into the retina using a virus vector.

On July 24, 2007 the US Food and Drug Administration (FDA) was
informed by Targeted Genetics Corporation of Seattle about the death of
a patient who received an investigational gene therapy product in a clini-
cal trial for the treatment of active inflammatory arthritis. The product
that was being studied uses a recombinant adeno-associated virus (AAV)
derived vector to deliver the gene to the TNF receptor, with the intent to
inhibit a key mediator of inflammation. In the study, the gene therapy was
administered into the joint affected by the disease to reduce inflammation
and disease. More than 100 subjects were enrolled in the trial. One patient
unfortunately died following a second injection of the product. The trial
has since been put on hold pending further investigation by the FDA and
the company.

4.7 STEM CELLS AND CELL THERAPY

Stem cells are divided into three different categories: totipotent, pluripotent,
and multipotent. A description of the genesis of stem cells is shown in
Fig. 4.11.

Totipotent stem cells are obtained from embryos that are less than 5 days
old. These cells have the full potential to develop into another individual and
every cell type.

After about 5 days and several cycles of cell division, the totipotent cells
form a hollow sphere of cells called a blastocyst. The blastocyst has an outer
layer of cells surrounding clusters of cells. Those cells on the outside continue
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Figure 4.11 Genesis of different stem cells.

to divide and grow into the placenta and supporting tissues. The clusters of
cells on the inside divide and form virtually all the cell types, except the pla-
centa and supporting tissues, which give rise to a human being. These are the
pluripotent stem cells, and they give rise to many different types of cells, but
not a new individual.

Pluripotent cells continue to develop, differentiate, and specialize into dif-
ferent cells. They become the specialized stem cells, such as blood, skin, and
nerve stem cells. These differentiated stem cells are multipotent; that is, they
have the potential to produce specialized cells. For example, blood stem cells
in bone marrow produce red blood cells, white blood cells, and platelets, but
not other types of cells.

There are two general avenues for stem cell research: pluripotent and mul-
tipotent stem cells. Pluripotent stem cells are obtained by two methods. One
method is to harvest the clusters of cells from the blastocysts of human embryos.
Another method is the isolation of pluripotent cells from fetuses in terminated
pregnancies. Multipotent stem cells are derived from umbilical cords or adult
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stem cells. However, because of the specialization of these cells, their potential
to develop into a myriad of different cells is limited.

A burning issue is the ethics of obtaining pluripotent stem cells from
embryos and fetuses. The US government has acted on this issue and declared
that federal funds for stem cell research have to meet certain criteria. It
requires that funding will only be provided to research with stem cells obtained
before August 9, 2001, as a cut-off date to limit research to preexisting stem
cells. Refer to Section 11.7 for an ethical debate on stem cells.

The potential contribution of stem cells to medical treatment lies in their
capability to differentiate and grow into normal, healthy cells. Using pluripo-
tent stem cells, scientists are devising means to culture them in the laboratories
and coax them to grow into various specialized cells. Rather than gene therapy,
with stem cells we have the potential of cell therapy to repair our diseased
tissues and organs. This will circumvent the lack of donor organs. Stem cells
also provide the possibility for healthy cells to cure disabilities such as strokes,
Parkinson’s disease, and diabetes.

A drawback for stem cell therapy is the problem of cell rejection due to
the host’s immune system recognizing the cells as foreign. This rejection issue
has to be overcome to ensure stem cell therapy is a viable treatment. Recently,
French scientists reported on research progress in stem cell transplants for
curing children with sickle cell anemia. A mix of antirejection drugs was used
to suppress rejection of the new stem cells.

Although research into stem cells is new, the use of stem cells for therapy
has been with us for some time. Most of us are familiar with bone marrow
transplant for patients with leukemia. This procedure involves finding a match-
ing donor to harvest bone marrow stem cells and transfuse them into the
patient with leukemia (see Exhibit 4.16 for details).

Another cell therapy method includes the excision of cells from the body.
These cells are then modified and returned to the host body. Provenge, a cancer
vaccine using cell therapy, has completed Phase III trial and is being reviewed
by the FDA. The technique for this therapy is given in Exhibit 4.17.

4.8 CASE STUDY #4

Herceptin and Tykerb (See Also Exhibit 8.3)*

Studies found that in about 25-30% of early stage cancer, the cancer cells
overexpress the HER2/neu receptors due to HER2/neu gene amplification.
The name HER2/neu is derived from its structural similarity to human epi-
dermal growth factor, HERI1, and neu is a derivative of the oncogene from a
neuroglioblastoma cell line.

*Sources: (1) Jarvis LM. Battling breast cancer, Chemical & Engineering News 84:21-27 (2007).
(2) FDA News, March 2007. http://www.fda.gov/bbs/topics/NEWS/2007/NEW01586.html,
http://www.fda.gov/cder/foi/label/2007/0220591bl.pdf [accessed September 20, 2007]. (3) Moy B,
et al. Lapatinib, Nature Reviews Drug Discovery 6:431-432 (2007).
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Exhibit 4.16 Bone Marrow Transplant

Bone marrow is the spongy tissue inside the cavities of our bones. Bone
marrow stem cells grow and divide into the various types of blood cells:
white blood cells (leukocytes) that fight infection, red blood cells (eryth-
rocytes) that transport oxygen, and platelets that are the agents for
clotting.

Patients with leukemia have a condition in which the stem cells in the
bone marrow malfunction and produce an excessive number of immature
white blood cells, which interfere with normal blood cell production.

The aim of a bone marrow transplant is to replace the abnormal bone
marrow stem cells with healthy stem cells from a donor. Healthy stem
cells are normally harvested using a syringe to withdraw bone marrow
from the rear hip bone of the donor. They are then infused into the patient
via a catheter in the chest area. Before the infusion, the patient receives
chemotherapy or radiotherapy to destroy the diseased bone marrow stem
cells so that the infused stem cells have a chance to grow free of complica-
tions from diseased cells.

There are a number of terms used in the transplant procedure:

Allogeneic Transplant: The person giving the bone marrow or stem
cells is a genetically matched family member (usually a brother or
sister).

Unrelated Allogeneic Transplant: The person donating marrow is unre-
lated to the patient.

Syngeneic Transplant: The person donating the bone marrow or stem
cell is an identical twin.

Autologous Transplant: The patient donates his or her own bone
marrow or stem cells before treatment, for reinfusion later. This
happens when a patient is receiving radiotherapy or chemotherapy
in such a high dose that the bone marrow is destroyed. The bone
marrow stem cells collected previously are reinjected into the patient
to reinforce the immune system.

Source: Bone Marrow and Stem Cells Transplant Support, Bone Marrow Transplant Over-
view. http://www.bmtsupport.ie/bmtoverview.html [accessed September 2, 2002].

Trastuzumab (Herceptin): Herceptin is a humanized MAD that targets the
HER2/neu receptor. It is an IgG; kappa antibody with a human framework
and murine complementarity-determining regions (4D5), which bind to HER2/
neu growth factor receptor. Women are selected for Herceptin treatment
based on immunohistochemistry (IHC) and fluorescence in situ hybridization
(FISH) diagnostic tests, which check for HER2 overexpression and gene
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Exhibit 4.17 Cell Therapy—Provenge

Provenge is a cancer vaccine using cell therapy technique. Dendritic cells
are removed from patients. These cells are treated with the prostate-
specific antigen prostatic acid phosphatase (PAP), which is present in 95%
of prostate cancer cases. The activated dendritic cells are returned to the
patients and they stimulate the T cells to destroy cancer cells expressing
the PAP, thus treating the tumor.

Source: Jones D. Cancer vaccines on the horizon, Nature Reviews Drug Discovery 6:333-334
(2007).

amplification, respectively. Herceptin is supplied in sterile lyophilized form
with 440 mg Trastuzumab, 400mg o, o-trehalose dehydrate, 9.9 mg r-histidine
HCI, 6.4mg r-histidine, and 1.8 mg polysorbate 20.

Herceptin attaches to the HER2/neu receptor and activates the comple-
ment system (a series of serum and cell-associated proteins involved in immune
response) to destroy those cells expressing such receptors. Through this action,
Herceptin disrupts the signaling pathway for breast cancer cell proliferation
(refer to diagram below).

Immune cells targeting
cancerous cells bound
by Herceptin

Herceptin is the only
approved HER2 therapy
designed to bind to HER2+
tumor cells and flag them
for destruction by the
immune system

Dimerized HER2
receptors signal tumor
cells to proliferate

stream HER2 signaling to

Herceptin blocks down-
inhibit proliferation of cells

Mechanism of action of herceptin. (Source: Genentech website, http://www.gene.com/
gene/products/information/oncology/herceptin/factsheet.html [accessed January 23,
2008].)
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Lapatinib (Tykerb): Tykerb is a small molecule drug that acts as a kinase
inhibitor. It was approved in 2007 by the FDA as a combination therapy with
capectabine (Xeloda) for the treatment of advanced HER?2 positive breast
cancer. The chemical name of the active ingredient is N-(3-chloro-4-{[(3-
fluorophenyl)methyl]oxy}phenyl)-6-[5-({[2-(methylsulfonyl)ethyl]amino}
methyl)-2-furanyl]-4-quinazolinamine-bis(4-methylbezenesulfonate)monohy
drate, CH,:CIFN,0,S(C;H30:S),H,0, with a molecular weight of 943.5 and

the following chemical structure:

SN
D 7
(o) NH
\\s (o} HN
N\
(o]
Cl

It is a yellow solid with a solubility in water of 0.007mg/mL. The Tykerb
tablet contains 405 mg of the active ingredient, and the inactives are magnesium
stearate, microcrystalline cellulose, povidone, and sodium starch glycolate.

Tykerb attaches to the HER1 and HER2 receptors and block the tyrosine
kinase reactions, hence turning off the growth of breast cancer cells. By widen-
ing the targets to beyond HER2 which Herceptin attaches, Tykerb may help
in those cases where Herceptin has failed. It is postulated that multikinase
inhibitors such as Tykerb may be able to interfere with more biochemical sig-
naling pathways to block the functions of the HER family type of receptors.
Furthermore Tykerb may also help in cases where the metastases had spread
from the breast to the brain, and Herceptin may not be able to cross the blood-
brain barrier (refer to Exhibit 5.4) with its large molecular size.

4.9 SUMMARY OF IMPORTANT POINTS

1. Biopharmaceuticals are mainly protein-based molecules, which are
copies of natural biological compounds. The aim of these biopharmaceu-
ticals is to modify or alter the undesirable biological responses in our
body in the disease states. Biopharmaceuticals have molecular weights
of tens of thousands of daltons, unlike the small molecule drugs of mostly
less than 500 Da.

2. Vaccines are derived from whole or fragments of pathogens, either
through inactivation or attenuation of the pathogen or by generating the
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requisite molecules using recombinant technology. Adjuvants are added
to enhance the efficacy of the vaccines.

. Antibodies are proteins that mimic the natural antibodies, especially

designed to interact with endogenous or exogenous protein molecules.
They are Y-shaped molecules with the tips of the two arms binding to
antigens while the stem part is used to elicit the immune response to
destroy the antigens. The variability of the tips means that they can bind
to many different antigens. Parts of the tip can be replaced by toxins or
radioactive elements to help destroy the antigens.

. Cytokines such as interferons are used for the treatment of hepatitis,

cancer, and lymphoma; interleukins are used to enhance immune
response and growth factors are used for the treatment of anemia and
regulation of tumor angiogenesis.

. Hormones are intercellular messengers: insulin is used to treat diabetes,

while growth hormone promotes bone and tissue growth.

. Gene therapy is a techniques to deliver genes into the body to replace

faulty genes or insert new genes if they are missing in the body. To date,
the FDA has not approved any gene therapy product.

. Stem cells and cell therapy is the use of pluripotent and multipotent cells

to generate healthy cells and tissues to replace the faulty ones in disease
conditions. The main ethical questions are the source of the cells and the
possibility of cloning humans.

REVIEW QUESTIONS

. Describe the different types of vaccines: give examples of those pro-

duced by traditional methods and current techniques. Explain how the
use of adjuvants can help to improve the efficacy of vaccines.

. Discuss the structure and naming convention for the influenza virus.

Provide reasons for the variations in the yearly compositions of the
influenza vaccines.

. What are the characteristics that make the influenza virus, for example,

avian influenza, a potential pandemic agent?

. Compare and contrast the different types of antibody immunoglobulins.

Provide a detailed description of the structure of the IgG antibody with
particular reference to how it binds to antigens.

. Explain why the humanization of antibodies is important and, through

the use of examples, demonstrate the progress made to the modification
of antibodies as technology advances.

. Provide examples for conjugating antibodies with toxins and radio-

active elements.
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. Describe how the human immune system works, focusing on the B and

T cells.

. What is the mechanism of action for drugs that target growth factors?

Describe the mechanism of action for some of the latest drugs, such as
Avastin.

. Distinguish the technologies based on gene therapy and cell therapy.

Describe the use of vectors for gene delivery. Describe how cell rejec-
tion can be overcome in cell therapy.

Demonstrate by citing examples the current treatment of breast cancer
using small and large molecule drugs.

BRIEF ANSWERS AND EXPLANATIONS

. Refer to Sections 4.2.1 and 4.2.2 on traditional and new vaccines. The

mechanisms of vaccine efficacy enhancement are explained in Section
42.3.

. Refer to Exhibits 3.7 and 4.2 for an explanation of the roles of hemag-

glutinin and neuraminidase, followed by the nomenclature for classify-
ing influenza virus and the procedure that the FDA and WHO
recommend for the preparation of multivalent vaccines.

. Avian influenza is extremely deadly, with a 60 % fatality rate for infected

human cases to date. The virus may become even more deadly through
the process of reassortment and gradual adaptive mutation.

. Refer to Section 4.3 and Fig. 4.1b for a comparison and contrast of the

structures of IgG, IgD, IgE, IgA, and IgM, and an explanation of the
heavy and light chain structure of IgG and the complementarity-
determining regions that bind to antigens.

. The problem is the neutralizing or allergic reactions caused by the

production of human anti-mouse antibodies because the body treats the
MADbs as foreign (refer to Section 4.3.4). The humanization of antibod-
ies, through chimeric to humanized and full human types, helps to
address this problem.

. Refer to Section 4.3.5.
. Refer to Exhibit 4.7.
. Section 4.4.2 shows the actions for EPO, CSFs, and VEGFs. The anti-

angiogenesis mechanism of Avastin is explained in Exhibit 4.12.

. Refer to Sections 4.6 and 4.7. The vectors for gene therapy are tabulated

in Table 4.5. In cell therapy, antirejection drugs are used to suppress the
rejection of transplanted cells.

Herceptin and Tykerb are examples of large and small molecule drugs
prescribed for the treatment of breast cancer. Refer to Section 4.8 for
details.
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5.1 INTRODUCTION

In earlier chapters, we discussed the discovery of new drugs. After a lead
compound has been identified, it is subjected to a development process to
optimize its properties. The development process includes pharmacological
studies of the lead compound and its effects on toxicity, carcinogenicity,
mutagenicity, and reproductive development. These data are important for
determining the safety and effectiveness of the lead compound as a
potential drug.

An ideal drug is potent, efficacious, and specific; that is, it must have strong
effects on a specific targeted biological pathway and minimal effects on all
other pathways, to reduce side effects. In reality, no drugs are perfectly effec-
tive and absolutely safe. The aim of pharmacological studies is to obtain data
on the safety and effectiveness of the lead compound. Many iterations of
optimization of the lead compound may be necessary to yield a potential drug
candidate for clinical trial.

The potency, efficacy, and safety of a drug depend on the chemical and
structural specificity of drug—target interaction. In pharmacology, we are con-
cerned with pharmacodynamics (PD), pharmacokinetics (PK), and toxicity. In
simplified terms, PD deals with the actions of the drug on the target, whereas
PK is about the actions of the body on the drug. Toxicity information in pre-
clinical studies provides us with confidence in the safety aspect of the potential
drug. These data for PD, PK, and toxicity enable the dose and dosing regimen
to be set for the clinical trials.

Although pharmaceutical firms are increasingly using in vitro methods
to evaluate pharmacological responses, some aspects of pharmacological
development have no alternatives but to use in vivo tests in animals to
study the effects of a potential drug in living systems. Pharmacological and
toxicity studies using animals are regulated under Good Laboratory Practice
with strict guidelines, requiring scientists to follow established protocols.
Readers are referred to FDA 21 CFR Part 58 Good Laboratory Practice for
Nonclinical Laboratory Studies. This regulation details the requirements for
the conduct of nonclinical laboratory studies intended to support applications
for clinical trials and marketing approvals (Investigational New Drug (IND),
New Drug Application (NDA), and Biologics License Application (BLA); see
Chapter 8). The contents list for this guideline is presented in Exhibit 5.1.
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Exhibit 5.1 FDA 21 CFR Part 58, Good Laboratory Practice for
Nonclinical Laboratory Studies: Table of Contents

Scope

Definitions

Applicability to studies performed under grants and contracts
Inspection of a testing facility

Personnel

Testing facility management

Study director

Quality assurance unit

General

Animal care facilities

Facilities for handling test and control articles

Laboratory operation areas

Specimen and data storage facilities

Equipment design

Maintenance and calibration of equipment

Standard operating procedures

Reagents and solutions

Animal care

Test and control article characterization

Test and control article handling

Mixtures of articles with carriers

Protocol

Conduct of a nonclinical laboratory study

Reporting of nonclinical laboratory study results

Storage and retrieval of records and data

Retention of records

Purpose

Grounds for disqualification

Notice of and opportunity for hearing on proposed disqualification
Final order on disqualification

Actions upon disqualification

Public disclosure of information regarding disqualification
Alternative or additional actions to disqualification
Suspension or termination of a testing facility by a sponsor
Reinstatement of a disqualified testing facility
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Examples of some of these requirements are the following:

+ Personnel must have the education, training, and experience to conduct
the nonclinical studies.

+ A quality assurance unit should be set up.

+ Materials for the studies must be appropriately tested for identity, strength,
purity, stability, and uniformity.

« Appropriate personnel, resources, facilities, equipment, materials, and
methodologies must be available.

« The studies must be conducted under specifically designed protocols with
an appropriate quality system established to handle data, deviations, and
reporting.

- Animals must be isolated, their health status checked, and they must be
given the appropriate welfare.

+ Nonclinical laboratory studies must be conducted in accordance with the
protocols.

Drug development also extends to formulation and delivery. Most drugs
that are administered to patients contain more than just the active pharma-
ceutical ingredients (APIs, the drug molecules that interact with the receptors
or enzymes). Other chemical components are often added to improve manu-
facturing processing or the stability and bioavailability of drugs, such as the
use of adjuvants for vaccines. Effective delivery of drugs to target sites is an
important factor to optimize efficacy and reduce side effects. The development
process also includes the design and development of new manufacturing and
testing methodologies for cost-effective production of drugs in compliance
with regulatory requirements. Drugs are manufactured under Good Manufac-
turing Practice, which is discussed in Chapters 9 and 10.

5.2 PHARMACODYNAMICS

The chemical and structural aspects of pharmacodynamics (PD) are discussed
in Chapters 2-4, where we considered drug—target interactions. When a drug
binds to a target, it may regulate the receptor as an agonist or antagonist, or
act as an inducer or inhibitor in the case of an enzyme. The lock and key
chemical and structural interaction is a priori to achieving a potent and safe
drug. In this chapter, we focus on the quantitative mathematical relationships
of drug—target interactions, in addition to the chemical and structural aspects
covered in Chapters 2-4.

PD is the study to determine dose-response effects. We are interested in
finding out the effects of a drug on some particular response, such as heart
rate, enzyme levels, antibody production, or muscle relaxation or contraction.
When a drug binds to a receptor, the ensuing response is complex. The
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following example is an idealized case, which illustrates the drug-receptor
interaction:

D+R D*R —— Response

where D is the drug, R is the receptor, and D*R is the drug-receptor
complex.

The response may be local or via a signal transduction process. The rate for
the forward reaction of drug binding to receptor is proportional to the con-
centrations of both the drug and target. Conversely, the rate for the reverse
reaction (i.e., dissociation of the drug-receptor complex) is proportional to the
concentration of the drug-receptor complex. At equilibrium, both forward and
reverse reactions are equal. Mathematically, we have

ki[D][R]=k_[D*R] (5.1)

where k; is the forward reaction rate constant, k_; is the reverse reaction rate
constant, and [D], [R], and [D*R] are the concentrations of the drug, receptor,
and drug-receptor complex, respectively.

Rearranging Eq. (5.1), we obtain

[DIR]_ k.,

DRl K Kp (5.2)
where Ky, is the equilibrium dissociation constant.

When half the receptors are bound, we have [R] = [D*R]. Substituting into
Eq. (5.2), Kp is equal to [D]. This means that Ky, is the concentration of the
drug that, at equilibrium, will bind to half the number of receptors.

If we consider all the available receptors as 100% and [D*R] are the occu-
pied receptors with drug at the binding sites, then [R], which is the percentage
of free, unoccupied receptors, can be substituted with 100 — [D'R]. Equation
(5.2) can be rewritten as

%
(D] =—Kp[D*RL (53)
100-[D*R]

Equation (5.3) is a hyperbolic function showing the relationship between
dose of drug, [D], and its effects resulting from drug-receptor interaction,
[D'R]. A graphical representation of this dose—effect, or dose-response curve,
is shown in Fig. 5.1. The graph shows that, at low doses, the effects are approxi-
mately linear in proportion to the doses. However, as the dose increases, there
is gradually a diminishing return in effects. A maximum is reached and at this
point all available receptors are bound with drug molecules. Further increase
in dose does not generate any increase in effects. The point E,,,, is the maximum
effect, and ECs, is the concentration of the drug that produces 50% of the
maximum effect.
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Figure 5.1 Dose—effect curve.
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Figure 5.2 Dose—effect curve with logarithmic scale for dose.

Very often, the dose—effect curve is redrawn using a logarithmic scale for
the dose. This gives rise to a sigmoid curve, as shown in Fig. 5.2. It is a mathe-
matical transformation, which shows an approximate linear portion for the
20-80% maximal effect scale, which is usually the dose level for a therapeutic
drug. Doses above 80% provide very little increase in therapeutic effects but
with a concomitant rise in the risk of adverse reactions.

Scientists also study the potency, effectiveness, safety margin, and therapeu-
tic index of a drug. These terms are described next with reference to Figs. 5.3
and 5.4.

Potency: This is the dose required to generate an effect. A potent drug elicits
an effect at a low dose.
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Figure 5.3 Potency and effectiveness.
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Figure 5.4 Therapeutic index.

Effectiveness: This is the intensity of the effect or response. It is a measure
of the affinity of the drug for the receptor. An effective drug is one that can
achieve effects in the vicinity of E,,.

Therapeutic Index: The index is given by the ratio

LDy
EDs,

(5.4)

where LDy, is the lethal dose for 50% of the population, and EDs, is the
effective dose for 50% of the population.

When there is a large difference in dose between EDs, and LDy, the
therapeutic index of the drug is high.
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Safety Margin: This is the separation of two doses: one that produces
therapeutic effects and one that elicits adverse reaction. The standard safety
margin (SSM) is given by

LD, - EDy

99

SSM = x100 (5.5)

where LD, is the lethal dose for 1% of the population, and EDy is the
effective dose for 99% of the population.

A large safety margin is achieved when there is a significant difference
between the EDy and LD, doses.

5.3 PHARMACOKINETICS

For a drug to interact with a target, it has to be present in sufficient concentra-
tion in the fluid medium surrounding the cells with receptors. Pharmacokinet-
ics (PK) is the study of the kinetics of absorption, distribution, metabolism,
and excretion (ADME) of drugs. It analyzes the way the human body deals
with a drug after it has been administered, and the transportation of the drug
to the specific site for drug-receptor interaction. For example, a person has a
headache and takes an aspirin to abate the pain. How does the aspirin travel
from our mouth to reach the site in the brain where the headache is and act
to reduce the pain?
There are several ways to administer a drug. They include the following:

- Intravenous

« Oral

+ Buccal

« Sublingual

+ Rectal

+ Subcutaneous
« Intramuscular
+ Transdermal
« Topical

« Inhalational

With the exception of intravenous administration, where a drug is injected
directly into the bloodstream, all the routes of administration require the drug
to be absorbed before it can enter the bloodstream for distribution to target
sites. Metabolism may precede distribution to the site of action, for example,
in the case of oral administration. The human body also has a clearance process
to eliminate drugs through excretion. We will now consider absorption,
distribution, metabolism, and excretion with reference to Fig. 5.5.
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Figure 5.5 Schematic representation of drug absorption, distribution, metabolism,
and excretion.

5.3.1 Transport Mechanism

Except for intravenous injection, drug molecules have to cross cell membranes
to reach target sites. There are four basic transport mechanisms:

« Passive diffusion

« Facilitated diffusion
+ Active transport

+ Pinocytosis
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Passive Diffusion: Diffusion is the random movement of molecules in fluid.
If a fluid is separated by a semipermeable membrane, more dissolved
molecules will diffuse across the membrane from the higher concentration side
to the lower concentration side than in the reverse direction. This process
will continue until equilibrium is achieved, whereby both sides have the
same concentration. When equilibrium is reached, there are equal numbers of
molecules crossing the membrane in both directions.

Drug molecules are transported across cell membranes. Because of the lipid
bilayer construction of the membrane (Appendix 2), nonpolar (lipid-soluble)
molecules are able to diffuse and penetrate the cell membrane. Polar
molecules, however, cannot penetrate the cell membrane readily via passive
diffusion and rely on other transport mechanisms.

Lipid solubility determines the readiness of drug molecules to cross the
gastrointestinal tract, blood-brain barrier, and other tissues. Molecular size is
another factor that determines the diffusion of drugs across the membrane,
with the smaller molecules able to diffuse more readily. Exhibit 5.2 describes
the kinetics for diffusion of drug molecules across the cell membrane.

Facilitated Diffusion: Polar drug molecules have been observed to cross cell
membranes. The transport mechanism is via carrier systems. Transmembrane
carriers, such as proteins, are similar to receptors and bind to polar and
nonpolar drug molecules. They facilitate the diffusion of drugs across the cell
membrane. The facilitated diffusion rate is faster than passive diffusion and
may be controlled by enzymes or hormones. Facilitated diffusion is from a
region of high concentration to one of low concentration. However, these
carriers, or transporters, may become saturated at high drug concentration. In
this case, the transportation rate plateaus until the carriers are cleared of the
drug in preparation for another cycle of transportation.

Active Transport: The active transport mechanism requires energy to drive
the transportation of drugs against the concentration gradient, from low to
high. The transportation rate is dependent on the availability of carriers and
energy supply via a number of biological pathways.

Pinocytosis: Pinocytosis involves the engulfing of fluids by a cell. The process
commences with the infolding of cell membrane around fluids containing the
drug. The membrane then fuses and forms a vesicle with the fluid core. In this
way, the drug is taken into the cell interior within the vesicle.

5.3.2 Absorption

Oral Administration: The oral route is the most common way of administer-
ing a drug. For a drug to be absorbed into the bloodstream, it has to be soluble
in the fluids of our gastrointestinal tract. Drugs are often formulated with
excipients (components other than the active drug) to improve manufacturing
and dissolution processes (see Section 5.6).
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Exhibit 5.2 Diffusion of Drugs

Most drugs are weak acids or bases. Under different pH conditions, they
become ionized and cannot diffuse through the cell membrane. This
ionization process is illustrated below:

Weak acid:

Weak base:

AH < A~ +HY
pK. =pH+log, @

[A7]
BH' <> B+H"

[BH*]
K, =pH+1o
P P g10 (B]

(1)

@)

AH and B are the un-ionized acid and base, respectively, and A~ and BH*
are the ionized forms. The lipid solubility of AH and B are dependent on
the chemical structure of the drugs. In most instances, they are of
sufficient solubility to diffuse across the cell membranes. However, as the
equations show, the pH environment affects the ionization of a drug. We
illustrate this with aspirin (a weak acid drug, pK, = 3.5) as an example and

apply Eq. (1):

Blood: High pH (7.4)
Environment

Stomach: Low pH (3.0)
Environment

[AH]
[A7]

35 = 74 ar lOgm

[AH]

A =-39

loglo

[AH]

[A]

=0.00126

The ionized form is dominant:

therefore, less lipid soluble.

3.5=3.0+logyy——

log, [[iH]] 0.5

[AH]

[A] =3.16

[AH]

[A~

There is more of the un-ionized
form: therefore, more lipid soluble.

A similar method is used to calculate the un-ionized to ionized forms

for basic drugs using Eq. (2).

Source: Rang HP, Dale MM, Ritter JM, Gardner R. Pharmacology, 3rd ed., Churchill
Livingstone, New York, 1995, p. 70. Adapted with permission.
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Figure 5.6 Absorption of drugs in different pH environments.

A
CeIIs and
Drug in blood receptors
Excretion Metabollsm

Figure 5.7 Process of drug in the body.

Our gastrointestinal tract is lined with epithelial cells, and drugs have to
cross the cell membrane (see Exhibit 5.2). In the stomach, where pH is low,
drugs that are weak acids are absorbed faster. In the intestine, where pH is
high, weak basic drugs are absorbed preferentially. Figure 5.6 shows the
absorption of drugs under different pH environments.

In reality, there is more than just passive diffusion at work for drugs to
traverse the cell membrane. Most drugs are absorbed in the intestine. Often,
if an oral drug is taken and a fast response is desired, the drug is taken on an
empty stomach to ensure a quick passage through the stomach for absorption
in the intestine to take place.

Drugs absorbed through the gastrointestinal tract pass into the hepatic
portal vein, which drains into the liver. The liver metabolizes the drug, which
leads to reduction in the availability of the drug for interaction with receptors.
This is called first pass metabolism. A schematic representation of the process
of drug in the body is given in Fig. 5.7.
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Figure 5.8 Drug concentration in the bloodstream versus time for a single dose.

A plot of the drug concentration in the bloodstream over time for a single
dose is shown in Fig. 5.8. At a certain time after administration, the rate of
drug absorption equals the rate of clearance. This is an equilibrium condition
called “steady state”.

The area under the curve (AUC) represents the total amount of drug in
the blood. It is a measurement of the bioavailability of the drug. Comparison
of drug concentrations in the bloodstream administered via intravenous injec-
tion and the oral route provides information for the bioavailability of the oral
drug. This is because the oral drug is metabolized in the liver before reaching
the general blood circulation (see Section 5.3.4), whereas for intravenous
injection the total amount of drug is injected directly into the bloodstream. In
general, oral doses are higher than intravenous doses to take into account the
effects of first pass metabolism.

Buccal and Sublingual Administration: Drugs can be absorbed through the
oral cavity. Buccal (between the gums and cheek) and sublingual (underneath
the tongue) can be effective means of drug administration. In both cases, drugs
can enter the blood circulation without first pass metabolism in the liver.

Rectal Administration: Rectal administration of a drug may be applied
when the patient is unable to take the drug orally and some other routes are
impractical. The drug administered via the rectum is absorbed and partially
bypasses the liver. However, the absorption of drugs may be unreliable in
certain cases.

Subcutaneous and Intramuscular Administration: Subcutaneous and
intramuscular administration can be used to deliver protein-based drugs. The
absorption of drug is faster than with the oral route. The rate of absorption is
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determined by the blood flow pattern and diffusion of drug molecules in
tissues.

Transdermal and Topical Administration: Transdermal administration is
used to apply the drug on the skin surface. The drug is absorbed and trans-
ported by blood to receptors, which may be remote from the part of the skin
where the transdermal patch is. The first pass metabolism is circumvented.
Topical administration is used to apply the drug for local effects. The typical
areas for topical application are the skin, eyes, throat, nose, and vagina.

Inhalation Administration: Aerosol particles of drug can be inhaled into the
lungs. Because of the large surface area of the alveoli, absorption is rapid and
effective. As the lungs are richly supplied with capillaries, distribution of
inhalational drugs is very quick (refer to Exhibit 4.14 on inhalable insulin).

Intravenous Administration: When a drug is injected, the entire dose can
be considered as being available in the bloodstream to be distributed to the
target site. Hence, the dosage can be controlled, unlike with other routes of
administration, where the bioavailability of the drug may be unpredictable
because of diffusion processes. Intravenous injection is the normal route for
administration of protein-based drugs, as they are likely to be destroyed if
taken orally because of the pH conditions in the gastrointestinal tract.

The onset of drug action with intravenous injection is quick, and this method
is especially useful for emergency cases. However, intravenous injection is
potentially the most dangerous. Once a drug is injected, there is no means to
stop it from circulating throughout the body. The complete circulation of blood
in the body takes about a minute, and hence an adverse reaction can occur
almost instantaneously.

5.3.3 Distribution

When a drug is in the bloodstream, it is distributed to various tissues. The
distribution pattern depends on a number of factors:

+ Vascular nature of the tissue
- Binding of the drug to protein molecules in blood plasma
- Diffusion of the drug

When a tissue is perfused with blood supply, drug molecules in the blood
are transported to the tissue rapidly until equilibrium is reached. On the other
hand, the drug may bind to albumin and proteins in the blood, rendering less
of it available for distribution to tissues. In general, acid drugs bind to albumins
and basic drugs to glycoproteins. The third factor for drug distribution is
passive diffusion. Lipid-soluble drugs can cross the cell membrane more
readily than polar drugs and move into the tissues to interact with receptors.
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Exhibit 5.3 Barriers to Drug Distribution

Blood—Brain Barrier (BBB): Distribution of drugs to the brain tissue is
restricted for some types of drugs. The reason is that the brain has a sheath
of connective tissue cells, the astrocytes, surrounding it, forming a barrier
to passive diffusion for polar drugs. In addition, the endothelial cells of
the brain capillaries are joined more tightly together, further curtailing
the diffusion of polar drugs to the brain. Lipid-soluble drugs, however,
can diffuse into the brain more readily and bring forth their effects.

For neuropharmaceuticals that target the brain, as in the cases of
neurodegenerative disorders (Alzheimer’s, multiple sclerosis), psychiatric
or psychotherapy, stroke, and infectious diseases, drug candidates are
tested using in vivo and in vitro models to assess the transfer of the drug
compound across the BBB.

Placental Barrier: The placental barrier consists of several layers of cells
between the maternal and fetal circulatory systems. Diffusion of polar
drugs is limited. However, lipid-soluble drugs can pass through the barrier.
Fetuses are rich in lipids and may form a reservoir for sequestering
lipid-soluble drugs.

The volume of distribution (V) is an important parameter. It is represented
by the following equation:

Dose
V, = 5.6
d — Cb ( )

V4 is a hypothetical volume and C, is the concentration of drug in blood.
When C, is low, V4 may turn out to be a large value, many times more than
the volume of a person of around 60-70 liters. Highly lipid-soluble drugs have
a very high volume of distribution. Lipid-insoluble drugs, which remain in the
blood, have a low V.

For example, obesity affects V4 because lipid-soluble drugs diffuse into the
adipose tissues of the obese person. V is a useful parameter for determining the
loading dose for a drug to attain equilibrium after the drug is administered.

Distribution of drugs is restricted in two areas: the brain and the placenta.
Refer to Exhibit 5.3 for a brief description on how drugs cross these barriers.
Exhibit 5.4 presents a potential new method to deliver drugs across the
blood-brain barrier.

5.3.4 Metabolism

Many drugs are metabolized in the body; their chemical structures are altered
and pharmacological activity reduced. The liver is the major organ for
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Exhibit 5.4 Drug Delivery Across the Blood-Brain Barrier

Using the knowledge that rabies virus can spread into the brain neurons,
scientists mimic its delivery system. A short, 29 amino acid peptide chain
is derived from the rabies virus glycoprotein (RVG). The RVG binds to
the acetylcholine receptor on the neurons and the endothelium cells of
the blood-brain barrier. Through this interaction, transvascular delivery
is enabled.

The drug in this case, a sSiRNA, was coupled to the RVG peptide and
successfully delivered to the neurons in mice. This work opens up the
possibility of using the RVG as delivery tools for drugs designed for
interaction with brain neurons.

Source: Kumar P, et al. Transvascular delivery of small interfering RNA to the central
nervous system, Nature 448:39-43 (2007).

metabolizing drugs, a secondary role is played by the kidneys. Some drugs are
metabolized in tissue systems.

Two types of biochemical metabolism reactions take place in the liver:
Phase I and Phase II reactions. Phase I reactions include oxidation, reduction,
and hydrolysis, which transform the drugs into metabolites. A family of enzymes
called cytochrome P-450 (CYP) is responsible for these reactions. More than
50 CYP enzymes have been characterized but only six are responsible for most
of the drug metabolism. These are CYP1A2, CYP2C9, CYP2D6, CYP2A®6,
CYP2E1, and CYP3A4; they are mainly found in the liver and convert lipid-
soluble drugs to more water-soluble metabolites. Phase II reactions involve
the addition or conjugation of subgroups, such as —OH, —NH, and —SH to
the drug molecules. Enzymes other than P-450 are responsible for these
reactions. These reactions give rise to more polar molecules, which are less
lipid-soluble and are excreted from the body. Exhibit 5.5 describes some
of the drug metabolism studies recommended by the Food and Drug
Administration (FDA).

5.3.5 Excretion

Drugs are excreted from the body by the following routes:

« Kidneys

« Lungs

« Intestine and colon
« Skin

The kidneys are the most important organs for clearing drugs from the
body. Water-soluble drugs are cleared more quickly than lipid-soluble drugs.
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Exhibit 5.5 Metabolism Studies

The aim of metabolism studies is to (1) identify metabolic pathways and
(2) investigate the possibility of drug—drug interactions.

Pharmacogenetics influences the therapeutic effects of drugs. A drug
that is normally metabolized by the P-450 2D6 enzyme will not be
metabolized in about 7% of the Caucasian population. Coadministration
of drugs may have different effects, which are either (1) additive, or
synergistic, or (2) antagonistic.

Some drugs are administered in a prodrug form. They are metabolized,
and the metabolites elicit the interactions with receptors.

P-450 enzymes have been cloned and in vitro studies can be performed
using these enzyme systems. Metabolic pathways can be studied by incu-
bating the drug with the P-450 enzymes. Similarly, drug-drug interactions
can be studied.

Source: Center for Drug Evaluation and Research. Guidance for Industry, Drug
Metabolism/Drug Interaction Studies in the Drug Development Process: Studies In Vitro,
FDA, Rockville, MD, 1997, http://www.fda.gov/cder/guidance/clin3.pdf [accessed September
20, 2007].

Volatile and gaseous by-products of drugs are exhaled by the lungs. Some
drugs are reabsorbed into the intestine and colon and later passed out as solid
waste. Another mechanism of clearance is for drugs to be excreted through
the skin as perspiration. In terms of chemical reactions, drug elimination
involves a number of processes such as conjugation, hydrolysis, oxidation,
reduction, and proteolysis.

The clearance of a drug is given by the following expression:

CL = Rate of drug elimination
Drug concentration in blood

(5.7)

A typical drug clearance curve is shown in Fig. 5.9. The curve in Fig. 5.9 is
a first-order curve; that is, the elimination rate is proportional to the amount
of drug in the bloodstream. As the amount of drug in the blood is reduced,
the elimination rate is also reduced. Another term often used is “half-life.”
This is the time taken to clear half (50%) of the remaining drug in the body.
Mathematically, it is given by

0.693xV, 0.693
t = = 5.8
12 CL k (58)

where k is the rate of drug elimination.
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Figure 5.9 Clearance of drug from the bloodstream.

TABLE 5.1 Half-Life Calculations

Amount of Drug in the Body

Number of Half-Lives Eliminated (%) Remaining (%)
0 0.0 100.0
1 50.0 50.0
2 75.0 25.0
3 87.5 12.5
4 93.8 6.2
5 96.9 3.1
6 98.4 1.6

The half-life concept is further illustrated in Table 5.1.
In a first order simple approximation the concentration of drug in the body
at time ¢ is given by

Cq(1)=Cy(0)e™ (5.9)

where Cy(f) is the concentration of drug in the body at time ¢, Cy4(0) is the
concentration of drug in the body at time 0, and k is rate of drug
elimination.

The equation can be rearranged to give

_In(C41)-1n(Cy2)
hL—h

k (5.10)

where In(Cyl) is the natural logarithm of C, at time 1 and In(C,2) is that at
time 2, and #, and £, refer to time 1 and 2, respectively.
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5.3.6 Application of Pharmacokinetics Results

By combining Figs 5.8 and 5.9, we obtain the situation depicted in Fig. 5.10.
After a drug is absorbed, it enters the bloodstream and the concentration
builds up until a steady state is reached. As time passes, the elimination process
takes over and the concentration of the drug decreases.

Figure 5.10 would be the situation if a single dose of drug were given, but
this is rarely the case. More than one dose is often administered to maintain
the therapeutic level of the drug—the level that has been determined from
pharmacodynamics studies of dose-response versus drug concentration.
Before the drug is cleared by the excretion process, another dose is given to
keep the drug concentration at a steady state and achieve maximal effects.
This is illustrated in Fig. 5.11.

4 A\

—

Drug
concentration
in blood

Time ——»

Figure 5.10 Plasma concentration of drug after a single dose.

/' Maintenance
dose

Effects —»

Loading
dose

Dose ——»

Figure 5.11 Multiple doses to maintain maximal effect.
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Sometimes a larger dose is administered first; this is called a loading dose
(see Section 5.3.3). It quickly builds up to the steady-state level. After that,
smaller doses are given to maintain the steady state.

5.4 TOXICOLOGY

In addition to the preclinical research of pharmacodynamics and pharmaco-
kinetics, study of the toxicology of a potential drug is critical to demonstrate
that it is safe before it is given to humans in clinical trials. Toxicological studies
show the functional and morphological effects of the drug. They are performed
by determining the mode, site, and degree of action, dose relationship, sex
differences, latency, and progression and reversibility of these effects.

We summarize in Exhibit 5.6 the International Conference on Harmoniza-
tion (ICH) guidelines for toxicological and pharmacological studies. Appendix
6 shows the type of information on pharmacodynamics, pharmacokinetics, and
toxicology that regulatory reviewers examine when a potential drug is filed
for Investigational New Drug and New Drug Application approval. The infor-
mation is extracted from the FDA Guidance for Reviewers, Pharmacology/
Toxicity Review Format (2001).

5.4.1 Toxicity

It is necessary to determine the toxicity of a drug. The maximum tolerable
dose and area under the curve are established in rodents and nonrodents.
There are two types of toxicity studies: single dose and repeated dose. Single

Exhibit 5.6 ICH Guidelines on Safety Studies

S1 Carcinogenicity Studies

S1A Guideline on the need for carcinogenicity studies of pharmaceuticals

S1B Testing for carcinogenicity in pharmaceuticals

S1C(R1) Dose selection for carcinogenicity studies of pharmaceuticals &
limit dose

S2 Genotoxicity Studies

S2A Genotoxicity: specific aspects of regulatory genotoxicity tests for
pharmaceuticals

S2B Genotoxicity: a standard battery for genotoxicity testing of
pharmaceuticals

S3 Toxicokinetics and Pharmacokinetics

S3A Toxicokinetics: assessment of systemic exposure in toxicity studies

S3B Pharmacokinetics: Guidance for repeated dose tissue distribution
studies

S4 Toxicity Testing

S4 Single dose toxicity tests
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S4A Duration of chronic toxicity testing in animals (rodent and
nonrodent)
Ss Reproductive Toxicology

S5(R2) Detection of toxicity to reproduction for medicinal products and
toxicity to male fertility

S6 Biotechnological Products

S6 Preclinical safety evaluation of biotechnology-derived
pharmaceuticals

S7 Pharmacology Studies

S7TA Safety pharmacology studies for human pharmaceuticals

S7B The nonclinical evaluation of the potential for delayed ventricular
repolarization (QT interval prolongation) by human
pharmaceuticals

S8 Immunotoxicology Studies

S8 Immunotoxicity studies for human pharmaceuticals

Joint safety/efficacy (multidisciplinary) topic
M3(R1) Nonclinical Safety Studies for the Conduct of Human Clinical
Trials for Pharmaceuticals

Source: International Conference on Harmonization. Safety Guidelines. http://www.ich.org/
cache/compo/502-272-1.html [accessed September 17, 2007].

dose acute toxicity testing is conducted for several purposes, including the
determination of repeated doses, identification of organs subjected to toxicity,
and provision of data for starting doses in human clinical trials.

The experiments are carried out on animals, usually on two mammalian
species: a rodent (mouse or rat) and a nonrodent (rabbit). Two different routes
of administration are studied: one is the intended route for human clinical
trials, and the other is intravenous injection. Various characteristics of the
animals are monitored, including weight, clinical signs, organ functions, bio-
chemical parameters, and mortality. At the completion of the study, animals
are killed and autopsies are performed to analyze the organs, especially the
targeted organ for the drug.

Repeated dose chronic toxicity studies are performed on two species of
animals: a rodent and nonrodent. The aim is to evaluate the longer-term effects
of the drug in animals. Plasma drug concentrations are measured and phar-
macokinetics analyses are performed. Vital functions are studied for cardio-
vascular, respiratory, and nervous systems. Animals are retained at the end of
the study to check toxicity recovery. Table 5.2 shows the duration of the animal
studies, which depends on the duration of the intended human clinical trial.
Appendix 6 summarizes the information to be submitted to regulatory
authorities.
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TABLE 5.2 Duration of Repeated Dose Toxicity Studies to Support Phase I and II
Trials in the European Union and Phase I, II, and III Trials in the United States and
Japan’

Minimum Duration of Repeated Dose
Toxicity Studies

Duration of Clinical Trials Rodents Nonrodents
Single dose 2-4 weeks 2 weeks

Up to 2 weeks 2-4 weeks (1 month) 2 weeks (1 month)
Up to 1 month 1 month (3 months) 1 month (3 months)
Up to 3 months 3 months (6 months) 3 months (3 months)
Up to 6 months 6 months 6 month (chronic)
>6 months 6 months 6-9 months

“There are slight differences in the requirements for the European Union, the United States, and
Japan. Duration to support Phase III trials in the EU, when they differ from the other data, is
given in parentheses. Readers are referred to Guidance for Industry: M3 Nonclinical Safety Studies
for the Conduct of Human Clinical Trials for Pharmaceuticals, FDA, Rockville, MD, 1997.
http://www.fda.gov/cder/guidance/1855fnl.pdf [accessed September 20, 2007].

5.4.2 Carcinogenicity

Carcinogenicity studies are carried out to identify the tumor-causing potential
of a drug. Drugs are administered to animals continuously for at least 6
months. Rats are normally used, but another rodent study may be required.
The studies are performed using the drug administration route intended for
humans. Data for hormone levels, growth factors, and tissue enzymatic activi-
ties are gathered. At the end of the experiments, the animals are killed and
the tissues examined. Appendix 6 summarizes the information to be submitted
to regulatory authorities.

5.4.3 Genotoxicity

These studies are to determine if the drug compound can induce mutations to
genes. A standard battery of tests includes the following:

+ Assessment of genotoxicity in a bacterial reverse mutation test (Ames
test, see Exhibit 5.7)

+ Detection of chromosomal damage using in vitro method (mouse lym-
phoma tk test, a test to evaluate the potential of a drug to cause mutations
to thymidine kinase [tk])

+ Detection of chromosomal damage using rodent hematopoietic cells

5.4.4 Reproductive Toxicology

The aim of these studies is to assess the effect of the potential drug on
mammalian reproduction. All the stages, from premating through conception,
pregnancy and birth, to growth of the offspring, are studied. Rats are the
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Exhibit 5.7 Ames Test

The Ames test is based on the reversion of mutations in the bacterium
Salmonella typhimurium. Mutant strains of S. typhimurium, those with
mutations in the &is operon, are unable to grow without addition of the
amino acid histidine. The drug to be tested is mixed with S. typhimurium
and a small amount of histidine in a nutrient medium. After the histidine
is consumed, the growth will stop if the drug is not a mutagen. However,
if the drug is a mutagen, it will induce a reversion in the Ais operon and
the bacterium will continue to grow.

predominant species used, and rabbit is the preferred nonrodent model. The
route of administration is similar to the intended route for humans. At least
three dosage levels and control groups are used (control groups are dosed with
drug excipients or vehicles to provide a comparable basis for analysis). For the
females, effects such as hormonal cycles, pregnancy, and embryo development
are studied. For the males, effects on the reproductive organs are analyzed.
Other parameters studied are detailed in Appendix 6.

5.5 ANIMAL TESTS, IN VITRO ASSAYS, AND IN SILICO METHODS

The use of animals for pharmacological and toxicological studies has yielded
invaluable information for drug development. However, many drug candidates
failed in Phase I and II clinical trials because the animal models were insuffi-
cient to represent human systems and functions for some drugs. Efficacy and
acceptable toxicities derived from animal models were not replicated in
humans (Exhibit 5.8). In recent years, the direction in development of drugs
has shifted toward the use of ex vivo, in vitro assays and even in silico methods.
Nevertheless, some tests must still be confirmed in animals.

Where animals are used, mice and rats are the preferred models. Other
species used are hamsters, guinea pigs, and rabbits. These animals are bred in
a specially controlled environment, under specific pathogen-free (SPF) condi-
tions, to ensure that they do not carry infections or pathogens before being
used in various tests. Different breeds or strains of animals are used, for
example, BALB/c mice are used for immunity studies and Fischer 344 mice
for carcinoma evaluation. Nude mice (in addition to the nude gene, which
results in the absence of thymus and T-cell function) have two other mutations
important in regulating the function of the immune system. More recent
additions are transgenic animals with knockout genes. For example, mice
with knockout p53 genes have a high incidence of tumor growth.

Experimental use of animals is controlled under Good Laboratory Practice
(GLP), and study protocols are submitted to the Animal Research Ethics
Committee for approval. Studies using animals can only proceed with the
approval of the Ethics Committee, which consists of technical personnel,
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Exhibit 5.8 Clinical Trial Failures

Only one in 10 Investigational New Drugs (INDs) will become approved
as drugs. Half the IND failures are due to unacceptable efficacy. One-third
fail because of safety issues.

Toxicity failures occur for the following reasons:

- Toxicity in animals is not fully understood and potential toxicity in
humans cannot be estimated.

- Toxicity in animals is understood and potential toxicity in humans is
not acceptable.

« Acceptable therapeutic margins (efficacy versus toxicity) cannot be
established.

- Toxicities in animals do not predict toxicity in human trials.
See also Exhibit 6.17.

Source: Johnson DE. Predicting human safety: screening and computational approaches,
Drug Discovery Today 5:445-454 (2000).

Exhibit 5.9 Caco-2 Cell Assays

The Caco-2 cells are derived from human colorectal carcinoma. When
these cells are cultured on semipermeable membranes, they grow into
epithelial cells that are very similar to intestinal epithelial cells. The
permeability of drugs across these Caco-2 cells provides model tools for
the study of drug absorption.

including a veterinarian, as well as laypeople who evaluate the study from
different perspectives.

In vitro assays are increasingly being used. Some of the reasons are cost,
availability of more rapid results, and avoidance of negative publicity. Assays
such as cytochrome P-450 enzymes, the Ames test, and the mouse lymphoma
tk test are in vitro methods. For absorption studies, Caco-2 (Exhibit 5.9) and
Madin-Darby canine kidney cell assays are now routinely used. Hepatocyte
cell lines with metabolism capacity are being developed to test drug metabo-
lism and toxicity. All these examples show that, where possible, pharmaceutical
firms are gradually dispensing with animal studies.

With better understanding of drug functions and information from huge
databases, predictive in silico ADME algorithms have been designed. These
algorithms encompass information derived from in vivo and in vitro studies;
they consider molecular interactions, biological data, pharmacological results,
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and toxicological endpoints. A description of some of these in silico methods
is given in Exhibit 5.10.

The aim of all the laboratory and animal studies is to understand the effects
of the potential drug in living systems. These studies cannot guarantee the safety
and efficacy of the drug in humans, but they can enhance the reliability and pre-
dictive value. Results from these studies provide a basis for the starting dose for
clinical trials in humans. Guidance for Industry and Reviewers: Estimating the
Safe Starting Dose in Clinical Trials for Therapeutics in Adult Healthy Volunteers
from the FDA (December 2002) outlines the derivation of the maximum recom-
mended starting dose (MRSD) for a drug to be used in humans for the first time.
This dose is based on the following derivation algorithm:

+ Determine the no observed adverse effect level (NOAEL) in animals—
the highest dose level that does not produce a significant increase in
adverse effects.

+ Convert the NOAEL to the human equivalent dose (HED) using the data
from Table 5.3 (calculations are based on body surface areas).

Exhibit 5.10 In Silico Predictive Methods
Expert Systems

« DEREK: Expert system for the prediction of toxicity (genotoxicity,
carcinogenicity, skin sensitization, etc.)

« METAPC: Windows based metabolism and biodegradation expert
system

« METEOR: Expert system for the prediction of metabolic
transformations

« OncoLogic: Rule-based expert system for the prediction of
carcinogenicity

Data Driven Systems

« lazar: Open source inductive database for the prediction of chemical
toxicity

« MC4PC: Windows based structure—activity relationship (SAR) auto-
mated expert system

+ PASS: Predicts 900 pharmacological effects, mechanisms of action,
mutagenicity, carcinogenicity, teratogenicity, and embryotoxicity

« TOPKAT: Quantitative structure toxicity relationship (QSTR) models
for assessing various measures of toxicity

Source: Predictive Toxicology—Programs. http://predictive-toxicology.com/programs.html
[accessed September 17, 2007].
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TABLE 5.3 Conversion of Animal Dose to Human Equivalent Dose (HED) Based
on Body Surface Area

To Convert Animal To Convert Animal Dose in mg/kg to
Dose in mg/kg to HED? in mg/kg, Either:
Dose in mg/m?,
Multiply by kg/m? Divide Animal Multiply Animal

Species below: Dose by: Dose by:
Human 37 — —
Child (20kg)” 25 — —
Mouse 3 12.3 0.08
Hamster 5 7.4 0.13
Rat 6 6.2 0.16
Ferret 7 53 0.19
Guinea pig 8 4.6 0.22
Rabbit 12 3.1 0.32
Dog 20 1.8 0.54
Primates

Monkeys* 12 3.1 0.32

Marmoset 6 6.2 0.16

Squirrel 7 53 0.19

monkey

Baboon 20 1.8 0.54

Micro-pig 27 1.4 0.73

Mini-pig 35 1.1 0.95

“Assumes 60kg human. For species not listed or for weights outside the standard ranges, HED
can be calculated from the formula:

0.33

HED = Animal dose in mg/kg x (Animal weight in kg/Human in kg)

"This is provided for reference only, as healthy children will rarely be volunteers for Phase 1
trials.
‘For example, cynomolgus, rhesus, stumptail.

Note: Column 2 is for information only. For HED calculations, either column 3 or column 4
is used.

5.6 FORMULATIONS AND DELIVERY SYSTEMS

Development of manufacturing processes for the production of a drug (active
pharmaceutical ingredients—APIs), initially to supply enough materials for
laboratory testing, then for human clinical trials, and ultimately as production
batches of drug products when approved by regulatory authorities, proceeds
as soon as the clinical candidate is identified. There are two distinct manufac-
turing processes: synthetic chemistry for pharmaceuticals and recombinant
DNA technology for biopharmaceuticals. Manufacturing processes are dis-
cussed in Chapter 10.

Apart from pharmacological and toxicological studies, the drug develop-
ment process encompasses meticulous and methodical work in the following
areas:
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Formulation of the drug product, which includes active pharmaceutical
ingredients and excipients, into final form suitable to be administered to
patients

Study of drug delivery systems to improve effective presentation of the
drug to patients for enhancing certain characteristics and improving
patient compliance

The last two items are discussed next.

5.6.1 Formulations

Most drugs that are prescribed to us are formulated with active pharmaceuti-
cal ingredients and excipients. The formulations of selected drugs are pre-
sented in Exhibit 5.11. According to the US Pharmacopoeia and National
Formulary definition, excipients are “any component, other than the active
substance(s), intentionally added to the formulation of a dosage form.” There
are many reasons for the addition of excipients:

Exhibit 5.11 Selected Drug Formulations

Prilosec

An antiulcerant in 10, 20, and 40 mg doses

Active ingredient: Omeprazole
Excipients: Cellulose, disodium hydrogen phosphate, hydroxypropyl cel-

lulose, hydroxypropyl methylcellulose, lactose, mannitol, sodium lauryl
sulfate, etc.

Prozac

An antidepressant in 10, 20, and 40 mg doses
Active ingredient: Fluoxethine hydrochloride

Excipients: Starch, gelatin, silicone, titanium dioxide, iron oxide, etc.

Lipitor

Cholesterol reducer in 10, 20, 40, and 80 mg doses
Active ingredient: Atorvastatin calcium

Excipients: Calcium carbonate, candelilla wax, croscarmellose sodium,

hydroxypropyl cellulose, lactose monohydrate, magnesium stearate,
microcrystalline cellulose, polysorbate 80, simethicone emulsion
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Celebrex

Anti-inflammatory in 100 and 200mg doses
Active ingredient: Celecoxib

Excipients: Croscarmellose sodium, edible inks, gelatin, lactose
monohydrate, magnesium stearate, povidone, sodium lauryl sulfate,
and titanium dioxide

Source: Food and Drug Administration, Center for Drug Evaluation and Research,
http://www.fda.gov/cber/ [accessed September 20, 2007].

« To control release of the drug substance in the body

+ To improve the half-life of the drug substance (see Exhibit 4.8)

- To improve the assimilation process and bioavailability

+ To enhance drug dissolution (e.g., with disintegration promoters)

+ To extend the stability and shelf life of the drug (e.g., with antioxidants
or preservatives)

+ To aid in the manufacturing process (in the form of fillers, lubricants,
wetting agents, and solubilizers)

- To mask the unpleasant taste of the active pharmaceutical ingredient
« To aid identification of the product

According to the International Pharmaceutical Excipients Council, the
following are the most commonly used excipients in the United States:

+ Simethicone emulsion—antifoam

« Selenium—antioxidant

+ Vitamins A, C, and E—antioxidants

« Hydroxypropyl cellulose—binder

« Hydroxypropyl methylcellulose—binder
« Ethylcellulose—binder

+ Lactose—binder

- Starch (corn)—binder

+ Gelatin—capsule shell

« Silicon dioxide—colorant

« Titanium dioxide—colorant

« Microcrystalline cellulose—disintegrant
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+ Sodium starch glycolate—disintegrant

+ Sodium carboxymethyl cellulose—disintegrant
+ Polysorbate—emulsifier

+ Calcium carbonate—filler

- Calcium phosphate—filler

- Talc—filler

+ Calcium stearate—lubricant

« Magnesium stearate—lubricant

- Stearic acid—Ilubricant

+ Sucrose—sweetener

The FDA maintains a database of approved excipients (Drug Information:
Electronic Orange Book, http://www.fda.gov/cder/ob/default.htm). Standards
and tests for regulatory acceptable excipients are included in the US Pharma-
copoeia and National Formulary. Two such tests, dissolution and stability, are
included in Exhibit 5.12 for reference. For new excipients to be included in a
drug formulation, they have to satisfy one of the following criteria:

« Determination by the FDA that the substance is “generally recognized as
safe” (GRAS) according to 21 CFR 182, 184, and 186

Exhibit 5.12 Dissolution and Stability Tests

FDA, Guidance for Industry (1997)—Dissolution Testing of Immediate
Release Solid Dosage Forms: Dissolution tests using the basket method
(50/100rpm) or the paddle method (50/75 rpm) under mild test conditions
are used to generate a dissolution profile at 15 minute intervals. The pH
range is 1.2-6.8; pH up to 8.0 may be tested with justification. The tem-
perature is 37 + 0.5 °C. Methods are described in the US Pharmacopoeia.
Test requirements vary depending on solubility of drug products. In vitro
test may need validation to confirm in vivo results.

Stability Tests on Active Ingredients and Finished Products EU Guidelines
(1998)—Medicinal Products for Human Use, Vol. 3A, Quality and
Biotechnology: Stability tests on drug products are performed to deter-
mine shelf life and storage conditions. Drug products are tested at various
temperatures, for example, below —15°C, 2-8°C, 25°C, and 40°C. High
humidity testing at >75% is performed as well, and a combination of 40 °C
and 75% relative humidity. Photostability is tested by the exposure of
drug products to visible and ultraviolet light sources. Properties and
characteristics of the drugs are tested after temperature and humidity
exposures to determine the storage conditions and shelf life.
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« Approval by the FDA as a food additive under 21 CFR 171

« Excipients referenced in the New Drug Application, showing that they
have been tested in laboratory and clinical trials

The foregoing applies mainly for small molecule drugs. In the case of large
molecule drugs, formulations are undertaken first and foremost to improve
stability as proteins are prone to undergo physical and chemical changes. These
changes may involve aggregation due to dimerization, trimerization, and
higher order associations, as well as crystallization and precipitation.
Degradation processes such as deamidation, oxidation, hydrolysis, isomeriza-
tion, proteolysis, and disulfide bond formation/dissociation may also occur.
Large molecule drug formulations typically consist of buffers, surfactants,
and stabilizers in liquid form or as lyophilized powder to be reconstituted
with sterile water before administration via the parenteral route to patients
(Exhibits 5.13 and 5.14).

For drugs to be administered by the parenteral route, there are some general
requirements:

+ Intravascular—clear solution, isoosmotic (serum and cellular fluid osmotic
pressure is around 285-290mOsm), pH = 7.4

+ Subcutaneous or intramuscular—suspensions allowable but avoid extreme
pH; citrate as buffer should not be used as it causes pain

In order to study and derive an effective formulation, a suite of analytical
methods must be developed to evaluate the formulation. Some suggested
assays for biopharmaceutical drug formulation evaluations are the following:

+ Bioassay—activity of formulation

« Immunoassay—purity assessment

« pH—chemical stability

« SDS-PAGE—protein characterization and purity

« HPLC—purity, identity, and stability

« IEF—modifications of protein

+ N-terminal sequencing—identity, of protein

« UV—concentration and aggregation

« Circular dichroism—secondary and tertiary conformations

The use of antioxidants and preservatives and the types of container and
closure are other aspects of formulations that are considered with regard to
how the drug is to be delivered and the target patient group for the drug.

5.6.2 Drug Delivery Systems

Delivery systems have come a long way from pills, syrups, and injectables. As
we have discussed earlier, the ADME process means that most drugs admin-
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Exhibit 5.13 Selected Large Molecule Drug Formulations

Avastin: Avastin is used for the treatment of colorectal cancer. It is sup-
plied in 100 and 400 mg dosages. The 100 mg formulation consists of 240 mg
o,o-trehalose dihydrate, 23.2 mg sodium phosphate (monobasic, monohy-
drate), 4.8 mg sodium phosphate (dibasic, anhydrous), 1.6 mg polysorbate
20 and water-for-injection.

Source: Food and Drug Administration. Avastin. http://www.fda.gov/medwatch/SAFETY/
2005/Jan_P1/Avastin_PI.pdf [accessed October 16, 2007].

Enbrel: Enbrel is used for the treatment of rheumatoid arthritis. It is
supplied as a sterile, preservative-free, lyophilized powder. The powder is
reconstituted with 1 mL sterile bacteriostatic water-for-injection (contain-
ing 0.9% benzyl alcohol) prior to parenteral injection.

Source: Food and Drug Administration. Enbrel. http://www.fda.gov/medwatch/SAFETY/
2004/may_PI/Enbrel_PILpdf [accessed October 16, 2007].

PEG-Intron: PEG-Intron is used for the treatment of hepatitis C. The
product consists of a covalent conjugate of the recombinant interferon-
o-2b with monomethoxy polyethylene glycol (PEG) supplied in vials with
74 ug, 118.4 ug, 177.6 ug, or 222 ug of the active ingredient and 1.11 mg
sodium phosphate (dibasic,anhydrous), 1.11 mg sodium phosphate (mono-
basic, dihydrate), 59.2mg sucrose, and 0.074mg polysorbate 80. The
powder is reconstituted with sterile water-for-injection.

Source: Food and Drug Administration. PEG-Intron. http://www.fda.gov/medwatch/
SAFETY/2005/Jan_PI/PEG-Intron_PILpdf [accessed October 16, 2007].

Exubera (see also Exhibit 4.14): Exubera is an inhalable insulin for the
treatment of type I and II diabetes. Each dose consists of 1 or 3mg insulin
in a powder formulation with sodium citrate (dehydrate), mannitol,
glycine, and sodium hydroxide.

Source: Food and Drug Administration. Exubera. http://media.pfizer.com/files/products/
uspi_exubera.pdf [accessed October 16, 2007].

istered to us have tortuous paths to reach their targets, and in many instances
the bioavailability is reduced. A traditional means to overcome the vagaries
of ADME is to have larger doses or more frequent administrations. These
types of treatment have complications: (1) potential for adverse events and
(2) need to ensure patient compliance to take the medication regularly. New
delivery systems are devised to overcome these problems.
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Exhibit 5.14 Excipients for Lyophilized Formulations

Lyophilized excipients include the following:

- Bulking agent—mannitol

- Stabilizing agents—monosaccharides (glucose), disaccharides
(sucrose, lactose, maltose, and trehalose)

- Surfactants (nonionic)—polyethylene sorbitan monolaurate (Tween
20, Tween 80), pluronic, Triton, sodium dodecyl sulfate (SDS)

- Buffering agents—phosphate, citric, glutaric, succinic, carbonic acid

« Chelating agents—to bind trace metals, EDTA 0.01-0.05%

- Antioxidants—to block specific chain reaction, 0.01-0.05%

- Preservatives—for multidose formulations, antimicrobial agents,
phenol (0.3-0.5%), chlorobutanol (0.3-0.5%), benzyl alcohol
(1.0-3.0%)

- Isotonic agents (osmolality 285-290 mOSm)—mannitol, sucrose,
glycine, glycerol, and sodium chloride

TABLE 5.4 Bioavailability of Oral Drugs

Bioavailability Dosage Form

Fastest Solutions
Suspensions
Capsules
Tablets
Coated tablets
Slowest Controlled release form

The oral route for drug administration is convenient and does not normally
require a physician’s intervention. Most protein-based drugs, however, are not
administered via the oral route because they are destroyed by the low pH
medium in the stomach. One means to overcome this is the use of an enteric
coating for some drugs. Drugs are coated with cellulose acetate phthalate,
which can withstand the acid environment in the stomach and yet readily
dissolves in the slightly alkaline environment of the intestine. In this way, the
protein-based drugs can have a safe passage to the intestine for absorption to
take place. Table 5.4 shows the bioavailability of oral drugs in various dosage
forms.

Another method is to prolong the release of the drug in the bloodstream.
This will reduce the frequency for taking the drug, for example, from several
times a day to once per day or even once per week. To achieve this, drug
molecules are encapsulated within polymer matrices. These are known as
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Exhibit 5.15 Polymeric Drug Delivery Systems

Two new developments are the dendrimers (highly branched, globular,
synthetic macromolecules) and modified buckyballs. Together with hydro-
gels, they are tailored to provide targeted delivery.

The dendrimers form small micelles, which transport small molecules
within their matrices or act as hubs for covalent bonding to drug
molecules, extending like dendrites. In this way, they can shepherd high
concentrations of drugs to targets.

Buckyballs are cage-like molecules of fullerenes. They are robust and
can carry radioactive drugs to targets. Research is directed at using these
buckyballs as delivery systems for the treatment of cancer.

Hydrogels are 3D cross-linked polymer networks. They can withstand
acid conditions and release the entrapped drug molecules. Purdue Uni-
versity researchers have used a poly[methacrylic acid-g-poly(ethylene
glycol)] hydrogel to encapsulate insulin, which could be released by pH
trigger.

Source: Vogelson CT. Advances in drug delivery systems, Modern Drug Discovery
4(April):49-50, 52 (2001).

microspheres, polymer micelles, and hydrogels. The polymers are made with
biodegradable materials and, through processes of hydrolysis, drug molecules
are released at controlled rates as the polymer is degraded. The degradation
process can be triggered by pH, temperature, electric field, or even ultrasound.
Exhibit 5.15 provides further description on these polymeric delivery systems.

Other delivery systems are transdermal patches, metered dose inhalers,
nasal sprays, implantable devices, and needle-free injections. A description of
needleless injection is given in Exhibit 5.16.

5.7 NANOTECHNOLOGY

Nanotechnology is the science of matter with sizes in the range of 1-100nm
(1-100 x 10 m). These are scales of large molecules; for example, the sizes of
some familiar matter are DNA, 1-2nm; virus, 3-50nm; and red blood cell,
~300nm.

At these nano scales, matter behaves quite differently than it would at the
macro level to which we are accustomed. Properties such as conductivity,
magnetism, melting and boiling points, and reactivity may be dissimilar at the
nano and macro scales due to the quantum mechanical behavior of small
structures at molecular dimensions.
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Exhibit 5.16 Needleless Injection

The sight of a hypodermic syringe is enough to send shivers down the
spines of most patients, besides the agony of enduring the pain.

Needleless injections are new devices to bypass this problem. Drugs in
powder or liquid form can be injected into the subcutaneous layer in the
following ways:

- Propelled by a jet stream of compressed air
- Fired as pellets similar to that of bullets from rifles

« Electroporation (a temporary application of direct current, which
disturbs the skin surface and allows penetration of the drug
molecules)

Needleless injection is ideal for frequent injections, as in the cases of
insulin and growth hormone, which are administered routinely.

Nanotechnology provides a means to manufacture particles with very high
surface area to mass ratio and, together with their unique properties, may
provide opportunities for more surface interactions and biochemical reactions
to ensue. One use of nanotechnology is for drug delivery devices. Nano cages
with embedded drugs can be delivered to their targets with high specificity
and enable interactions to take place to alter the disease pathways.

Clinical trials are in progress where nano particle shells with chemotherapy
drugs are tested on patients. It is believed that the nano shells can seek out
cancerous cells and target them for destruction by the chemo drugs.

5.8 CASE STUDY #5

Zeprexa and Aranesp*

Examples of PD, PK, toxicology, and formulation for two selected drugs,
Zyprexa (a small molecule drug) and Aranesp (a large molecule drug) are
described next.

*Source: (1) Food and Drug Administration, Aranesp. http://www.fda.gov/medwatch/
SAFETY/2005/Aranesp_PI_10-26-05.pdf [accessed August 22,2007]. (2) Food and Drug Admin-
istration, Zeprexa.http://www.fda.gov/cder/foi/label/2001/darbamg0917011b.PDF [accessed August
22, 2007]. (3) Bunn HF. EPO binding to receptor: new agents that stimulate erythropoiesis,
Reviews in Translational Hematology, 109:868-873 (2007). (4) Food and Drug Administration,
Zeprexa.http://www.fda.gov/medwatch/SAFETY/2003/03Jul_P1/Zyprexa_PILpdf [accessed August
22,2007].
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Zeprexa

Description: Zeprexa (olanzapine) is an antipsychotic drug. The chemi-
cal formula is 2-methyl-4(4-methyl-1-piperazinyl)10H-thieno[-2-3-b][1,5]
benzodiazepine. The molecular weight is 312.44 Da.

_CHy

LD

PD: Zeprexa is a selective monoaminergic antagonist with high affinity for
the following receptors: serotonin SHT, dopamine, muscarinic, histamine, and
adrenergic. Its action on schizophrenia is through the antagonism in serotonin
and dopamine.

PK: Following an oral dose, plasma peak concentration is achieved in approxi-
mately 6 hours. About 40% is eliminated through first pass metabolism. The
half-life is from 21 to 54 hours and plasma clearance is from 12 to 47 hours.
Daily administration will lead to a steady-state plasma concentration in about
a week with concentration twice that of the single dose. Metabolism of Zyprexa
is by the cytochrome P-450 oxidation.

Toxicology: At 17 times the maximum human dose (on mg/kg basis), dogs
developed reversible neutropenia and/or reversible hemolytic anemia between
1 and 10 months of treatment. Mice given doses twice the maximum human
dose (on mg/kg basis) showed a decrease in lymphocytes and neutrophils in
studies of 3 months’ duration.

Formulation: The formulation consists of excipients such as carnauba wax,
crospovidone, hydroxylpropyl cellulose, hydroxypropyl methylcellulose,
lactose, magnesium stearate, microcrystalline cellulose, and other inactive
ingredients.

Aranesp

Description: Aranesp is an erythropoiesis stimulating protein (EPO) pro-
duced using tDNA technology in CHO cells. It has 165 amino acids and the
molecular weight is 30-37kDa.

PD: Patients with chronic renal failure (CRF) and those receiving
chemotherapy developed anemia due to deficiency in erythropoietin. Aranesp
stimulates the production of red blood cells (RBCs). It mimics the natural
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erythropoietin and interacts with the progenitor stem cells to produce RBCs.
The increased level of hemoglobin is observed after 2—-6 weeks on Aranesp
treatment.

PK: For therapeutic range of 0.45-4.5 ug/kg, maximum plasma concentration,
half-life, and AUC are linear with respect to dose. Following subcutaneous
injection, the absorption is slow and rate limiting. The half-life ranges from 27
to 89 hours. Peak plasma concentration is 34 hours after subcutaneous (SC)
administration for CRF patients and 90 hours for cancer patients.

Toxicology: Animals treated with Aranesp showed no evidence of abnormal
mitogenic and tumorigenic responses. In some studies, Aranesp appears to
increase the beneficial effects of radiotherapy.

Formulation: Aranesp is formulated as a sterile, colorless, preservative-free
protein solution for intravenous (IV) or subcutaneous (SC) administration.
There are two formulations: the polysorbate solution includes excipients such
as polysorbate 80, sodium phosphate monobasic monohydrate, sodium
phosphate dibasic anhydrous, and sodium chloride in water-for-injection; while
the albumin solution contains albumin, sodium phosphate monobasic
monohydrate, sodium phosphate dibasic anhydrous, and sodium chloride in
water-for-injection. The pH for both formulations is 6.2 + 0.2.

5.9 SUMMARY OF IMPORTANT POINTS

1. Pharmacodynamics (PD) is the study of interactions between drugs and
the body while pharmacokinetics (PK) describes the absorption,
distribution, metabolism, and excretion (ADME) of drugs by the body.

2. PD studies allow us to understand the potency, effectiveness, therapeutic
index, and safety margins of drugs. PK information on ADME provides
us with an understanding of how drugs are transported, diffused into
the bloodstream, and become available to the cells and act on the
target sites.

3. Drugs are administered by various means: from oral to intravenous to
topical. The oral route is a relatively slow process where a drug must be
absorbed across the GI tract and then passed through the liver and metab-
olized before it becomes available to bind to receptors and perform its
intended function. On the other hand, intravenous application is quick but
has the potential of fast systemic reaction if adverse reactions occur. In the
case of topical administration, the effects of the drug are localized.

4. Drug development has to evaluate the toxicity of drugs to the body.
Animals, mainly rodents, are used to study toxicities. The evaluation
should also consider the effect of drugs in causing cancers, tendency in
inducing mutations, and the consequences on reproduction.
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. Over time more and more laboratory and cell-based assays are used to

study the ADME properties and toxicities of drugs.

. The active drug molecule is formulated with excipients to aid in the

delivery process to receptors or enzymes. Excipients also help in main-
taining the stability of the active component, in shipping, storage, and
administration into the body. Other functions for the excipients are to
modulate the bioavailability of the drug and prolong the half-life of the
drug.

. Nanotechnology is a new technique that may result in more targeted

delivery of drug molecules to the active sites, thus improving
bioavailability and reducing adverse events.

. Most small molecule drugs are formulated for oral delivery while large

molecule biopharmaceuticals are injected via parenteral means:
intravenous, intramuscular, subcutaneous, and infusion.

5.10 REVIEW QUESTIONS

1.

Distinguish between PD and PK. For PD, explain the term K and show
how drugs interact with receptors. For PK, explain the mechanisms of
ADME.

. What do the terms potency and effectiveness of a drug mean? Explain

the definitions of therapeutic index and safety margin.

. Using acid-base theories for drugs, explain how ionization of a drug

accounts for its solubility.

. Using graphs, explain the absorption and clearance of a drug. What

methods are used to prolong the availability of a drug in the body?

. An IV dose of 500mg is administered. The table below shows the drug

concentration in blood, taken over a 10 hour period. Determine the rate
of elimination and the half-life of the drug.

Time (h) Concentration (ug/mL)
1 110
2 74
3 50
4 34
5 21
6 14
7 9
8 6
9 3

10 2
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. Explain the use of animals in drug testing. Provide examples to show

alternative methods for testing the drugs. Discuss the pros and cons of
each type of testing.

. List the common excipients used and also the regulatory requirements

for approving excipients.

. Describe nanotechnology and clarify its role in drug application.

BRIEF ANSWERS AND EXPLANATIONS

. Refer to Sections 5.2 and 5.3. Use Eqgs. (5.1)—(5.3) to describe the term

Kp, Refer to Sections 5.3.2— 5.3.5 to explain ADME.

. Potency of a drug refers to the quantity of drug that generates a response,

while effectiveness is the intensity of the response. Equations (5.4)
and (5.5) show the therapeutic index and safety margin. In general,
more specific drugs, such as those designed through the rational approach
to bind to particular receptor(s), for example, Relenza and Tamiflu
(Exhibit 3.7), are expected to have higher therapeutic index and safety
margin.

. Refer to Exhibit 5.2.
. Use Figs. 5.8- 5.11 to explain the increase in drug concentration following

administration and the subsequent clearance through the excretion route.
The concept of drug half-life shows the elimination rate of a drug. One
practice to prolong and sustain availability of drugs in the body is to increase
the initial loading dose followed by reduced maintenance dosages. Another
meansis to prepare formulations for controlled release of drugs, for example,
the pegylated interferon for hepatitis C treatment (Exhibit 4.8).

. Using the natural logarithm for concentration, we obtain the following

graph:

Concentration (ug/mL)

1 2 3 4 5 6 7 8 9 10
Time (hours)

Drug concentration versus time.
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This is a linear graph and the slope is the rate of elimination. Alternatively, we
may substitute the values in Eq. (5.10):

_In(Cy1)-In(Cy2) _In(110)—In(2) 4.7-1.1
t—t 10-1 9

k

=0.4/h

6. Over the years the use of animal testing has yielded invaluable informa-
tion on drug PD and PK before being administered to humans. For the
study of many diseases, special breeds of animals are used as model
systems to test the efficacy and safety of the drug candidates; refer to
Section 5.5. Increasingly more and more in vitro assays are being used,
partly to reduce pressure from animal rights groups and partly due to
advances in assay development. It should also be noted that animal
studies have to follow GLP, including the use of appropriate animal care
facilities and protocols.

7. Refer to Section 5.6.1.

8. Refer to Section 5.7.
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6.1 DEFINITION OF CLINICAL TRIAL

After the lead compound has been optimized and tested in the laboratory, and
pharmacological studies have been conducted to show that the lead compound
has the potential to become a drug, it is ready for clinical trial in humans.
Exhibit 6.1 presents some information about a typical clinical trial.

What is a clinical trial? According to the International Conference on Har-
monization (ICH, see Section 7.11), the definition of a clinical trial or study is
as follows:

Any investigation in human subjects intended to discover or verify the clinical,
pharmacological and/or other pharmacodynamic effects of an investigational
product, and/or to identify any adverse reactions to an investigational product,
and/or to study absorption, distribution, metabolism, and excretion of an inves-
tigational product with the object of ascertaining its safety and/or efficacy.

6.2 ETHICAL CONSIDERATIONS

Before a drug is put forward for a clinical trial, there are ethical and regulatory
constraints for the design and conduct of a clinical trial that have to be
considered.

The United States National Institutes of Health (NIH) has stipulated seven
ethical requirements to ensure that, before a trial begins, there is proper consid-
eration of ethical issues and the trial subjects are protected. The essential tenet
is that the potential exploitation of human subjects must be minimized and the
risk—benefit ratio must be favorable. There are seven ethical requirements:

Exhibit 6.1 Typical Clinical Trial

In the past 20 years, the average number of trials per new drug has
increased from 30 to more than 70. The number of patients recruited for
testing a drug in a typical submission for marketing approval has increased
from about 1500 to 5200.

Source: Clinical Trial, Contract Pharma, June 2001.
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+ Social value

« Scientific validity

- Fair subject selection

+ Informed consent

- Favorable risk—benefit ratio
+ Independent review

« Respect for human subjects

6.2.1 Social Value

This requirement is to ensure that the clinical trial is justified based on scien-
tific research and will result in improvements in health or advancement of
scientific knowledge. In this way, resources are not directed at nonmeaningful
clinical research and human subjects are not being exploited.

6.2.2 Scientific Validity

The clinical trial should be conducted methodically with clear objectives and
outcomes that are statistically verifiable. The preclinical and toxicological data
should have been carefully analyzed and should confirm the scientific finding.
The trial should not be biased and should be able to be executed without
unreasonable caveats and conditions.

6.2.3 Fair Subject Selection

Selection of subjects is based on scientific objectives and not on whether the
subject is privileged or vulnerable, or because of convenience (Exhibit 6.2).
Inclusion and exclusion criteria are well thought out and designed solely to
satisfy the scientific basis being put forward. There must be documented evi-
dence to support the choice of selection criteria.

Exhibit 6.2 An Example of an Early Clinical Trial

In 1917, comparative studies were carried out in Georgia (USA) to evalu-
ate the effects of diets on children with pellagra. Children were selected
from orphanages. This practice would not be allowed today, as institution-
alized children, who could not defend their rights, were taken advantage
of.

Source: National Institutes of Health. What Is a Clinical Trial? http://www.cancer.gov/
clinicaltrials/learning/what-is-a-clinical-trial [accessed September 18, 2007].
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6.2.4 Informed Consent

Subjects are to be informed about the aims, methods, risks, and benefits of the
trial. The availability of alternatives should be explained to the subjects. Sub-
jects should not be pressured into enrolling in the trial, but rather should vol-
untarily join in and should be able to leave the trial at any time without duress
or penalty. For young and incapacitated people who are not able to understand
the requirements and implications of the trial, proxy decision from their rep-
resentatives (parents or guardians) must be obtained.

6.2.5 Favorable Risk—Benefit Ratio

The risk—benefit ratio should be analyzed and, wherever possible, clinical trial
subjects should be subjected to minimal risk and maximal benefit. The risk—
benefit ratio should be based on proven scientific data gathered at the preclini-
cal stage. A clinical trial should not be conducted if there is a doubt about the
risk—benefit ratio.

6.2.6 Independent Review Board/Independent Ethics
Committee (IRB/IEC)

An independent review is to ensure that an independent party assesses the
clinical trial so the question of conflict of interest is addressed. The IRB/TEC
acts as a third party to oversee the welfare of the trial subjects and to ensure
that the trial is conducted in accordance with the study being put forward.
Members of the IRB/IEC may consist of clinicians, scientists, lawyers, reli-
gious leaders, and laypeople to represent different viewpoints and protect the
rights of the subjects. The investigator is to inform the IRB/IEC if there are
changes in the research activity. Such changes, if they present risks to the sub-
jects, have to be approved before the trial continues. The IRB/IEC has the
right to stop a trial or require that procedures and methods be changed.

6.2.7 Respect for Human Subjects

Subjects should be protected and their progress in the trial monitored closely,
and appropriate treatments should be provided. New developments in the
trial, either risks or benefits, must be relayed to the subjects without prejudice,
and the subject’s decisions should be honored.

Outcomes from the trial must be communicated to the subjects promptly
and in an unbiased way. In addition to the ethical guidelines by the NIH, the
World Medical Association has formalized a document called the Declaration
of Helsinki—FEthical Principles for Medical Research Involving Human Sub-
jects to describe the constraints on research involving human beings. Those
countries that have signed this declaration are bound by the ethical principles.
An extract of this document is given in Exhibit 6.3.
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Exhibit 6.3 World Medical Association Declaration of Helsinki

Ethical Principles for Medical Research Involving Human Subjects: The
World Medical Association has developed the Declaration of Helsinki as
a statement of ethical principles to provide guidance to physicians and
other participants in medical research involving human subjects. Medical
research involving human subjects includes research on identifiable
human material or identifiable data.

It is the duty of the physician to promote and safeguard the health of
the people. The physician’s knowledge and conscience are dedicated to
the fulfillment of this duty.

The Declaration of Geneva of the World Medical Association binds
the physician with the words “the health of my patient will be my first
consideration,” and the International Code of Medical Ethics declares
that “medical progress is based on research, which ultimately must rest in
part on experimentation involving human subjects. In medical research
on human subjects, considerations related to the well being of the human
subject should take precedence over the interests of science and
society.”

The primary purpose of medical research involving human subjects is
to improve prophylactic, diagnostic, and therapeutic procedures and the
understanding of the etiology and pathogenesis of disease. Even the best
proven prophylactic, diagnostic, and therapeutic methods must continu-
ously be challenged through research for their effectiveness, efficiency,
accessibility, and quality.

In current medical practice and in medical research, most prophylactic,
diagnostic, and therapeutic procedures involve risks and burdens.

Medical research is subject to ethical standards that promote respect
for all human beings and protect their health and rights. Some research
populations are vulnerable and need special protection. The particular
needs of the economically and medically disadvantaged must be recog-
nized. Special attention is also required for those who cannot give or
refuse consent for themselves, for those who may be subject to giving
consent under duress, for those who will not benefit personally from the
research, and for those for whom the research is combined with care.

Research investigators should be aware of the ethical, legal, and regula-
tory requirements for research on human subjects in their own countries
as well as applicable international requirements. No national ethical, legal,
or regulatory requirement should be allowed to reduce or eliminate any
of the protections for human subjects set forth in this Declaration.
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6.3 CLINICAL TRIALS

Clinical trials are divided into four phases. These are Phase I to Phase IV (Fig.
6.1). These trials are conducted with specific purposes to evaluate the safety
and effectiveness of the drug in defined population groups. A recent proposal
is to conduct “Phase 0”—a microdosing trial on subjects. Exhibit 6.4 provides
more details on this new topic.

6.3.1 Phasel

The Phase I clinical trial is the first experiment in which a drug is tested on
the human body. The primary aim of the trial is to assess the safety of the new
drug. Other areas of study include pharmacokinetics (absorption, distribution,
metabolism, and excretion) and pharmacodynamics.

Normally, healthy volunteers are recruited for the Phase I trial. In many
cases, volunteers are compensated financially for participation in the Phase 1
trial. However, in some situations, patients who are critically ill or have termi-
nal disease are presented with the option to be included in the trial after due
consideration of the risk—benefit ratio. Phase I trials are usually conducted

Phase IV: post-
marketing
surveillance of
population at large

Phase II: drug Phase lll: drug
safety and dose safety and efficacy;
ranging multisite trial

Phase I: safety

data

Figure 6.1 The four phases of clinical trials.

Exhibit 6.4 Phase 0, Microdosing

The term microdosing, or Phase 0, refers to the in vivo testing of drug
candidates in humans at very low dosages. Typically, the dosages are 100
times less than the intended therapeutic dose. At this dosage whole-body
reaction is unlikely to happen, yet with sensitive analytical techniques,
cellular responses can be studied. Through this, pharmacokinetics are
evaluated at very low risk. Such a study can be carried out before much
time and expense are spent on preclinical animal studies and can enable
viable drugs to be identified earlier and with less cost.

For this method, the drug candidate is labeled with a radioisotope, such
as carbon-14. The ADME of the compound within the body can be moni-
tored by analyzing samples using high sensitivity instrumentation, for
example, accelerator mass spectroscopy.
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with open label; that is, the subjects are aware of the drugs that they are being
given.

The number of subjects is normally between 10 and 100 people. The starting
doses are based on the results of preclinical work as described in Chapter 5.
Doses are increased as the trial progresses for subjects recruited at later stages,
as the effect of the experimental drug becomes apparent. Subjects are moni-
tored closely to check their tolerance of the drug and incidents of side effects.
Depending on the study, samples of blood, urine, or stool and other physiologi-
cal information may be obtained for analysis to evaluate absorption, distribu-
tion, metabolism, and elimination of the drug in the body. Other observations
about how the subject feels (e.g., pain, headache, fever, malaise, and irritability)
and vital signs (blood pressure, heart rate) and behavioral matters are taken
into account.

Depending on the complexity of the trial, the cost for Phase I is around
US$10 million and the trial may last from several months to a year.

6.3.2 Phase ll

The aim of the Phase II clinical trial is to examine the safety and effectiveness
of the drug in the targeted disease group. A series of doses of varying strengths
may be used.

It is now common to conduct Phase II trials with a control group in conjunc-
tion with the test group given the drug. The control group is given either the
current standard treatment or placebo (an inert nondrug substance). Again,
the risk—benefit profile has to be assessed as to whether the trial should use
placebo or standard treatment to ensure the subjects’ well-being is not com-
promised during the trial. Patients are randomized to either the control group
or the drug group without bias. The randomization procedure is important,
because the information will provide comparative data about the safety and
effectiveness of the drug versus placebo or standard treatment. Phase II clini-
cal trials can be divided into ITa and IIb, with IIb being an extension to the
safety and efficacy studies assessed in Ila.

Another practice is to blind the trial, which means that the subjects are not
privy to whether they receive the placebo or drug. In some trials, even the
investigator is unaware of whether the subject is in the control or active group.
This is called a double-blind trial. The rationale is to eliminate the possibility
of bias affecting the trial results.

The result of the Phase II trial is information needed to determine the effec-
tive dose and the dosing regimen of frequency and duration. Specific clinical
endpoints or markers are used to assess interaction of drug and disease. There
are two types of markers: definitive and surrogate. For example, in the case of
cancer or hypertension, the definitive markers are mortality and stroke, respec-
tively, and the surrogate markers may be tumor size, or cancer-associated
proteins p53, TGF-« in the case of cancer, and blood pressure or cholesterol
level in hypertension. Statistical analysis is carried out to evaluate the
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influence of the drug on different patient groups, to determine the optimum
conditions.

For Phase II, the number of patients is normally in the vicinity of 50-500.
The trial may take 1-2 years or more to complete, depending on the study
numbers and availability of patients. The cost for such a trial can be more than
US$20 million.

The success rate of Phase I and II studies is estimated at around 30%. An
example of a Phase II trial is presented in Exhibit 6.5.

6.3.3 Phase lll

After the successful completion of the Phase II trial, the objective of Phase
IIT is to confirm the efficacy of the drug in a large patient group. Phase III is
an extension of Phase II, and the trial is normally conducted in several hospi-
tals in different demographic locations, to determine the influence of ethnic
responses, together with incorporation of new criteria for fine-tuning the trial.
This trial is also known as a multisite trial.

Because the results are crucial to the determination of the drug’s effective-
ness, the Phase III trial is referred to as the pivotal trial, as it can make or
break the success of a drug. The methodology of the trial has to be carefully
prepared so that meaningful results can be gathered at the conclusion of the
trial. Extensive statistical analyses are performed to evaluate the data. If for
any reason the drug does not show significant advantage over current treat-
ment, the result may be refined and certain subgroups are analyzed to deter-
mine if the effects are greater in one group than in the other. The study results
provide comprehensive data for understanding the critical parameters of
safety and effectiveness of the drug.

These results enable the pharmaceutical company to set the dosage, treat-
ment frequency, duration, and target patient groups for the drug. The infor-
mation and analyses gathered, together with chemistry, manufacturing, and
control (CMC, see Chapter 8), are submitted to regulatory authorities to seek
approval to market the drug. An example of a Phase III trial is presented in
Exhibit 6.6.

Patient numbers for Phase III can vary from several hundreds to thousands.
The larger number is normally for trials involving infectious diseases such as
influenza or vaccines, as these can recruit up to tens of thousands of people to
provide a larger sample size for detecting “rare” serious effects. Statistical
proof to show the efficacy of the drug for the targeted patient group has to be
established. At least two Phase III trials need to be conducted. Because of the
magnitude of the trial, the duration may be 3-5 years and the cost is around
US$50-100 million.

6.3.4 Phase IV

Phase IV clinical trials are postmarketing approval trials to monitor the effi-
cacy and side effects of the drug in an uncontrolled real-life situation. This is
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Exhibit 6.5 Phase II Study: Effect of EGb 761° on Patients with Mild
to Moderate Alzheimer’s Disease

The aim of this study is to measure the effect of EGb 761° versus placebo
on the ratio of the isoform of the protein precursor of beta amyloid plate-
lets, in patients with mild to moderate Alzheimer’s disease.

Study Type: Interventional
Study Design: Treatment, randomized, double-blind, placebo control,
parallel assignment, efficacy study

Official Title: Effect of EGb 761® on the Ratio of the Isoforms of the
Protein Precursor of Beta Amyloid Platelets on Patients With Mild
to Moderate Alzheimer’s Disease. A Phase II, Randomized, Double-
Blind Trial, on Parallel Groups Versus Placebo

Primary Outcome Measures: Effect of EGb 761® on the ratio of the
isoform of the protein precursor of beta amyloid platelets

Secondary Outcome Measures: Efficacy of EGb 761® on the cognitive
functions and safety of EGb 761® at a dosage of 240mg per day

Total Enrollment: 40
Study Start: July 2005
Eligibility: Ages eligible for study, 50-85 years; genders eligible for
study, both
Inclusion Criteria:
Female or male 50-85 years old with a caregiver
Mini Mental Status (MMS) test between 16 and 26 inclusive
Clinical Dementia Rating (CDR) test inferior or equal to 1
National Institute of Neurological and Communicative Disorders
and Stroke/Alzheimer’s Disease and Related Disorders Associa-
tion (NINCDS/ADRDA) test positive for Alzheimer’s disease
Diagnostic and Statistical Manual of Mental Disorders, 4th edition
(DSM 1V) test positive for dementia
Exclusion Criteria:
Patient already treated by medicines that could interfere with the
study
Low level of vitamin B, and folate, which are considered as clini-
cally relevant
Clinically relevant pathologies (e.g., pulmonary illness, cardiovascu-
lar illness, evolutive cancer, neurological illness, blood illness)

Source: National Institutes of Health, ClinicalTrials.gov. EGb 761°. http://www.clinicaltrial.
gov/ct/show/NCT00500500?0order=3 [accessed Sepember 18, 2007].
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Exhibit 6.6 Phase III Study: A Study of Lopinavir/Ritonavir Tablets
Comparing Once-Daily Versus Twice-Daily Dosing in Antiretroviral-
Experienced, HI'V-1 Infected Subjects

The purpose of this study is to determine whether once-daily dosing of
the lopinavir/ritonavir (Kaletra) tablet in combination with investigator-
selected nucleoside/nucleotide reverse transcriptase inhibitors will reduce
HIV viral load to very low levels in patients who have detectable viral
loads with their current antiretroviral therapy.

Study Type: Interventional

Study Design: Treatment, randomized, open label, active control, par-
allel assignment, safety/efficacy study

Official Title: A Phase I11, Randomized, Open-Label Study of Lopina-
vir/Ritonavir Tablets 800/200mg Once-Daily Versus 400/100 mg

Twice-Daily When Co-administered With Nucleoside/Nucleotide

Reverse Transcriptase Inhibitors in Antiretroviral-Experienced,

HIV-1 Infected Subjects

Primary Outcome Measures:

Proportion of subjects responding (i.e., not demonstrating virologic
failure) based on the FDA Time to Loss of Virologic Response
Algorithm (time frame: 48 weeks)

Frequency and percentage of treatment-emergent adverse events
(time frame: 48 weeks)

Frequency and percentage of very low and very high laboratory
values compared between treatment groups (time frame: 48
weeks)

Change from baseline to each visit for laboratory values will be
summarized by treatment group (time frame: 48 weeks)

Secondary Outcome Measures:

Proportion of subjects responding (i.e., not demonstrating virologic
failure) at each visit based on the FDA Time to Loss of Virologic
Response Algorithm (time frame: 48 weeks)

Relationship between baseline genotypic resistance and virologic
response (time frame: 48 weeks)

Frequency and percentage of the emergence of mutations at viro-
logic rebound that were not present at baseline (time frame: 48
weeks)

Total Enrollment: 600
Study Start: September 2006

Eligibility: Ages eligible for study, 18 years and above; genders eligible
for study, Both
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Inclusion Criteria:
Subject has provided written informed consent.

Subject is currently receiving an antiretroviral regimen that has not
changed for at least 12 weeks.

Subject has never received lopinavir/ritonavir.

Subject is currently failing his/her antiretroviral regimen with the
most recent two consecutive prestudy plasma HIV-1 RNA levels
>400 copies/mL with the most recent being >1000 copies/mL, and
in the investigator’s opinion, should change therapy.

Screening plasma HIV-1 RNA > 1000 copies/mL.
There is no CD4" T-cell count restriction.

There is no significant history of cardiac, renal, neurological, psychi-
atric,oncologic, metabolic, or hepatic disease that would adversely
affect his/her participating in the study.

Based on HIV-1 drug resistance genotypic test results at the Screen-
ing Visit and prior treatment history, the investigator considers
lopinavir/ritonavir plus at least two NRTTs to be an appropriate
treatment for the subject.

Subject does not require and agrees not to take any antiretroviral
medication except lopinavir/ritonavir and NRTTs.

Source: National Institutes of Health, ClinicalTrials.gov. Kaletra. http://www.clinicaltrial.
gov/ct/show/NCT00358917?order=20 [accessed September 18, 2007].

also known as a postmarket surveillance trial. Information about the effective-
ness of the drug compared with established treatment, side effects, patient’s
quality of life, and cost effectiveness is collated.

Any adverse events are reported and acted on to ensure patients’ welfare
is not compromised by the drug. Serious events are reported to regulatory
authorities within a specified time and, if deemed necessary, the drug is recalled
or doctors and patients are notified.

6.4 REGULATORY REQUIREMENTS FOR CLINICAL TRIALS

Clinical trials are performed under Good Clinical Practice (GCP). Up to now,
there has been no reference to the regulatory requirement. The reality is that
every trial has to be approved and carried out under regulatory compliance
to GCP requirements. Otherwise, the trials may be considered as noncompli-
ant and become invalid.

A normal course of event in initiating a clinical trial is for the Sponsor (see
below) to prepare an Investigator’s Brochure and select an Investigator to
conduct the trial. The Sponsor and Investigator then prepare the trial protocol,
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which is submitted to the Institutional Review Board or Independent Ethics
Committee for approval. An approval from the regulatory authority, such as
the US Food and Drug Administration (FDA) or the Medicines and Health-
care Products Regulatory Agency (MHRA) of the United Kingdom, is then
sought (see Chapter 8).

Different countries have different requirements for clinical trials. However,
the two main documents that most clinical trials are based on are the docu-
ments from the FDA and the ICH. The relevant documents are:

- FDA 21 CFR Parts 50, 56, 312

+ ICH Harmonized Tripartite Guideline for Good Clinical Practice (Table
6.1 shows the ICH documents related to clinical trials)

In the United States, an IND (Investigational New Drug) application has
to be filed with the FDA. For other countries, a notification has to be sub-
mitted to the respective regulatory authorities. For example, Clinical Trial
Exemption (CTX) applications are required for the United Kingdom, Clinical
Trial Notification (CTN) and CTX for Australia, and a Clinical Trial Certifi-
cate (CTC) for Singapore and the European Medicines Agency (EMEA). A
more extensive discussion concerning regulatory authorities and the processes
and procedures of applications is presented in Chapters 7 and 8. The relevant
authority will review the application. A positive response from the authority
is required before the trial can commence.

The scope of this book does not allow a discussion of all the requirements
for GCP. Readers are referred to Exhibit 6.7 for the headings in the relevant
regulatory documents to gain further understanding of the requirements.
Some important issues, however, are discussed to clarify the important aspects
and requirements for clinical trials in accordance with GCP. Some of these
aspects are:

« Investigator

- Investigator’s Brochure

+ Informed consent

« Protocol

« Inclusion and exclusion criteria
+ Case report form

« Randomization, placebo-controlled and double-blinded
+ Monitoring

+ Adverse events

« Statistics

- Sponsor

+ Clinical research organization

+ Surrogate markers
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TABLE 6.1 ICH Clinical Study Efficacy Guidelines

Document Title
El The Extent of Population Exposure to Assess Clinical Safety for Drugs
Intended for Long-Term Treatment of Non-Life Threatening
Conditions
E2A Clinical Safety Data Management: Definitions and Standards for
Expedited Reporting
E2B (R3) Clinical Safety Data Management: Data Elements for Transmission of
Individual Case Safety Reports
E2c (R1) Clinical Safety Data Management: Periodic Safety Update Reports for
Marketed Drugs
E2D Post-Approval Safety Data Management: Definitions and Standards for
Expedited Reporting
E2E Pharmacovigilance Planning
Clinical Study Reports
E3 Structure and Content of Clinical Study Reports
E4 Dose—Response Information to Support Drug Registration
Ethnic Factors
ES5 (R1) Ethnic Factors in the Acceptability of Foreign Clinical Data
Good Clinical Practice
E6 (R1) Good Clinical Practice
Clinical Trials
E7 Studies in Support of Special Populations: Geriatrics
ES8 General Considerations of Clinical Trials
E9 Statistical Principles for Clinical Trials
E10 Choice of Control Group and Related Issues in Clinical Trials
E1l1 Clinical Investigation of Medicinal Products in the Pediatric Population
Clinical Evaluation by Therapeutic Category
E12 Principles for Clinical Evaluation of New Antihypertensive Drugs
Clinical Evaluation
E14 The Clinical Evaluation of QT/QTc Interval Prolongation and
Proarrhythmic Potential for Non-Antiarrhythmic Drugs
Pharmacogenomics
E15 Terminology in Pharmacogenomics

Source: International Conference on Harmonization. Efficacy Guidelines. http://www.ich.org/
cache/compo/475-272-1.html [accessed September 4, 2007].
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Exhibit 6.7 Examples of GCP Requirements
Main Heading from 21CFR Part S0—Protection of Human Subjects

Subpart A—General Provisions
Subpart B—Informed Consent of Human Subjects

Subpart C—Protection Pertaining to Clinical Investigations Involving
Prisoners as Subjects

Main Heading from 21CFR Part 312—Investigational New
Drug Application

Subpart A—General Provisions

Subpart B—IND

Subpart C—Administrative Actions

Subpart D—Responsibilities of Sponsors and Investigators

Subpart E—Drugs Intended to Treat Life-Threatening and Severely
Debilitating Illnesses

Subpart F—Miscellaneous

Subpart G—Drugs for Investigational Use in Laboratory Research
Animals or In Vitro Tests.

Main Heading from 21CFR Part S6—Institutional Review Board

Subpart A—General Provisions

Subpart B—Organization and Personnel

Subpart C—IRB Functions and Operations

Subpart D—Records and Reports

Subpart E—Administrative Action for Noncompliance

ICH Harmonized Tripartite Guideline for Good Clinical Practice:
Section II

Introduction
Glossary
The Principle of ICH GCP

Institutional Review Board/Independent Ethics Committee (IRB/
IEC)

Investigator

Sponsor

Clinical Trial Protocol and Protocol Amendments
Investigator’s Brochure

Essential Documents for the Conduct of a Clinical Trial
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6.4.1 Investigator

The Investigator is the person who conducts the trial. If there is a team in the
investigation, then there is a Principal Investigator. This person is normally an
expert in the field of the disease to be investigated. The Investigator’s respon-
sibility is to ensure that GCP is being implemented during the course of the
trial and the subjects’ rights and welfare are respected. Another important
point is that the Investigator has to maintain impartiality. He/she is not an
employee of the company (the Sponsor where the drug is developed), to show
that there is transparency and no conflict of interest, nor is there financial gain
if the drug is successful.

6.4.2 Investigator’s Brochure

The Investigator’s Brochure is a collection of information prepared and
updated by the Sponsor for the Investigator. The information consists of all
the data relevant to the drug under investigation, including properties of the
drug, the PK and PD, and toxicity results on animals (Exhibit 6.8).

6.4.3 Informed Consent

This was described earlier and is a fundamental aspect that has to be included
in a clinical trial.

6.4.4 Protocol

This document sets out how a trial is to be conducted. It contains the rationale
for the clinical trial, the methodology on how the trial is designed, the number

Exhibit 6.8 Investigator’s Brochure
Description of the Drug

Physical, chemical, and biological properties
Dosage form, storage conditions, stability

Pharmacology

Pharmacodynamics
Pharmacokinetics
Toxicology

Source: International Conference on Harmonization. Guideline for Good Clinical Practice
E6(RI). http://www.ich.org/LOB/media/MEDIA482.pdf [accessed September 17, 2007].
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of subjects to be recruited, the biomarkers (refer to Exhibit 6.9) or endpoints
to show effectiveness of the drug, the statistical methods to be used to analyze
the data, how the subjects are protected in the trial, informed consent and
confidentiality, as well as welfare and frequency of monitoring. Exhibit 6.10
summarizes the required information for a protocol.

6.4.5 Inclusion and Exclusion Criteria

These criteria set out the conditions under which a person may or may not be
included in the trial. The criteria may include the disease type, medical history,
age group, gender, and so on. It is necessary to set out the parameters for the
criteria to enable meaningful analysis to be made for assessment of the safety
and effectiveness of the experimental drug. Subjects are screened before com-
mencement to ensure that they meet the recruitment criteria before being
admitted to the trial.

6.4.6 Case Report Form

All the information relating to a subject is recorded in the Case Report Form.
The commencement of the trial will include gathering baseline data from the

Exhibit 6.9 Biomarkers

According to the Biomarker Definitions Working Group, a biomarker is
a characteristic that is objectively measured and evaluated as an indicator
of normal biological processes, pathogenic processes, or pharmacologic
responses to a therapeutic intervention. Biomarkers are used to measure
a patient’s pharmacological response to a drug to indicate the safety and
effectiveness of the drug. They represent the endpoints of the patient’s
state of health.

In clinical trials, biomarkers are used to indicate a particular disease
state and its progression. They may be used as surrogate markers in the
evaluation of the effectiveness of a drug as representative of the natural
endpoint such as survival rate or irreversible morbidity.

Biomarkers include, for example, cholesterol level, blood pressure,
viral load, enzyme concentration, and tumor size.

Appendix 7 lists some of the biomarkers regularly tested in the
laboratory.

Source: Biomarkers Definitions Working Group. Biomarkers and surrogate endpoints: pre-
ferred definitions and conceptual framework, Clinical Pharmacology and Therapeutics
69:89-95 (2001).
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Exhibit 6.10 Clinical Trial Protocol
The following information is to be included (ICH GCP):

Protocol title

Name and address of Sponsor and Monitor

Name of authorized person

Name of Sponsor’s medical expert

Name of Investigator responsible for the trial

Name of physician responsible for trial-related medical decisions

Name of clinical laboratory and other institutions involved in the
trial

Name and description of the clinical trial protocol

Summary of results from nonclinical studies

Potential risks and benefits to human subjects

Description and justification for route of administration, dosage, and
treatment plan

Compliance to GCP

Description of the population to be studied

Reference literature and related data

Standard operating procedures

Source: International Conference for Harmonization. Good Clinical Practice. http://www.
ich.org/ [accessed September 8, 2007].

subjects. Then at each defined stage of a trial, the designed markers or end-
points are analyzed and recorded. These may include dosing information,
observations, vital signs, blood analysis, targeted enzyme levels, hormonal
changes, and so on. There are also records for patient’s comments, adverse
events, and the Investigator’s spontaneous comments. The Case Report Forms
are part of the regulatory document, and the data are statistically analyzed
and submitted to regulatory authorities for marketing approval of the drug.
An example of a hypothetical Case Report Form is presented in Exhibit
6.11.

6.4.7 Randomization, Placebo-Controlled and Double-Blinded

Some trials are conducted with open labels; that is, the subjects are aware of
the type of drugs that they have been provided. However, in most trials, the
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subjects are divided into treatment and control groups using a statistical ran-
domization process (Exhibit 6.12). The aim is to reduce bias in the studies.
Subjects are divided into control and active groups.

In a double-blinded study, both the Investigator and the subjects are
unaware of whether they receive the drug or the placebo. The randomization
code is held in confidence and is opened at the end of the trial for data analy-
sis or in cases where adverse events occurred.

Exhibit 6.11 An Example of a Case Report Form

CASE REPORT FORM

Personal Data

Patient’s Last name: First name: Middle initial/s:
Age: years Sex: M/F  Race: Ethnicity:
Address:

Telephone number: Email:

Study Data

Study number: IRB number: Patient number:
Date of visit: Details:

Clinical Data

Height: Weight:

Symptoms, signs and adverse reactions:
Associated disease history:
Medication taken:

Laboratory Analysis

Hemoglobin: Platelet count:
Bilirubin: ALT:
Cholesterol/LDL: Cholesterol/HDL:
Other Details:

Patient’s comments:

Physician’s name/address/telephone number:
Person completing this form:

Signature: Date:
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Exhibit 6.12 Randomization Techniques

Randomized Parallel Group Fixed Dose: Subjects are divided into several
groups, such as placebo, 10 mg, 20mg, and 40 mg. Subjects continue with
this regimen for the duration of the trial.

Randomized Parallel Group Forced Titration: Subjects are divided into
placebo and active groups. Active groups all start with the same
dose, for example, 10mg. One group continues with 10mg, another
group later increases to 20mg and stays at this dose. A third active
group then increases from 10mg to 20mg and finally to 40mg
progressively.

Randomized Parallel Group Optional Titration: Subjects are divided into
placebo and active groups. Active groups all start with the same dose,
say, 10mg. Depending on response and safety assessment, dose can be
increased to 20mg and then 40mg for selected subjects.

Randomized Crossover Design: Subjects are divided into placebo and
active groups. After some time these two groups crossover: the initial
placebo group now becoming the active group and vice versa. There
may be a washout period before the crossover to enable the effect of
the placebo and active to wash out. This method requires a smaller
number of subjects and is useful in cases for studying rare or more
stable illnesses.

Randomized Latin Square Design: This is a crossover design with dose
ranging. For example, the regimens for six separate groups are: (1)
placebo, 10mg, 20mg; (2) placebo, 20mg, 10mg; (3) 10mg, 20mg,
placebo; (4) 10mg, placebo, 20mg; (5) 20mg, placebo, 10mg; and (6)
20mg, 10mg, placebo. This is a very powerful method to show the effi-
cacy of the drug under trial.

Source: Monkhouse DC, Rhodes CT, eds. Drug Products for Clinical Trials, Marcel Dekker,
New York, 1998.

6.4.8 Monitoring

An important aspect of the trial is the meticulous monitoring required. This
is a process to interact with the subjects: monitoring their well-being, the
effects of drug and placebo, adverse events, and so on. Information is recorded
on the Case Report Forms. All the processes are recorded in accordance with
Standard Operating Procedures, which describe how the trial is to be con-
ducted, and GCP.
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6.4.9 Adverse Events

These are the unintended reactions of the subjects as a consequence of taking
the drug or placebo. Subjects are checked and, if the adverse events are serious,
subjects may be temporarily removed from the trial. If there is a persistence
of adverse event, the subject may be withdrawn from the trial. The randomiza-
tion code may be broken (opened) to determine whether the subject has been
given the drug or placebo. Refer to Exhibit 6.13 for a recent clinical trial that
resulted in unexpected events. There are regulatory guidelines for accessing
the adverse events to enable informed decisions to be made. Some examples
of these “toxicity gradings” are presented in Appendix 8.

6.4.10 Statistics

Statistics plays a major role in the design of the clinical trial. The groups or
subgroups to be studied, the frequencies, dosages, and the markers used to
monitor drug efficacy are all important factors to consider. Statistical analysis
provides the means to demonstrate, at a certain confidence level, whether the

Exhibit 6.13 A Monoclonal Antibody Trial—TGN1412

TGN1412 (CD28-SuperMAD) is a humanized monoclonal antibody that
binds and acts as an agonist for the CD28 receptor of the immune system’s
T cell. It is intended to treat B cell chronic lymphocytic leukemia (B-CLL)
and rheumatoid arthritis.

The first human clinical trial was conducted in March 2006 in the
United Kingdom but unexpectedly caused systemic failures in the sub-
jects, even though the dose administered was 500 times lower than the
dose that is safe for animals, on a per kilogram basis. Of the eight subjects
enrolled, two were on placebo. The six active subjects were hospitalized,
and four showed signs of multiple organ dysfunction, with one having
signs of developing cancer. The trial was stopped.

Later investigation confirmed the subjects experienced a “cytokine
storm,” and their white blood cells vanished almost completely upon
administration of the MAb. Although earlier preclinical work using pri-
mates found no visible side effects at significantly higher dose, the case
with humans appeared to be totally unexpected. This led the regulatory
authority MHRA in April 2006 to suggest that the problem was most
likely to be caused by “unforeseen biological actions in humans.”

Source: Medicines and Healthcare Products Regulatory Agency. Clinical Final Report on
TGN1412 http://www.mhra.gov.uk/home/idcplg?IdcService=SS_GET_PAGE&useSecondary=
true&ssDocName=CON2023822&ssTargetNodeld=389 [accessed September 18, 2007].
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drug is effective. This is normally reported in the form of a statistical power
test, analyzing the Type I and Type II errors. A more detailed discussion about
statistics in clinical trials is presented in Exhibit 6.14.

6.4.11 Sponsor

This is the organization or individual that initiates the clinical trial and finances
the study. The organization may be a government department, pharmaceutical

Exhibit 6.14 Statistics for Clinical Trial

Based on the design of the trial protocol, statistics are used to calculate
the number of people to be recruited for the trial, how the trial should
be randomized (Exhibit 6.12), and finally analysis of the data. Statistics
provide a nonbiased means to evaluate the trial results.

The objective of clinical trials is to demonstrate the safety and effec-
tiveness of the drug compared to placebo or control. The statistical method
normally used is known as hypothesis testing.

For example, we wish set up the null hypothesis (H;) and claim that
there is no difference (8) between the control or placebo (uc) and the
drug being trialed (up). This is set against the alternative hypothesis (H,),
which states that indeed there is a difference (6) between the control and
drug under trial. Mathematically, the representation is given as follows:

Hy: e — i =0
Hatpic —pp #0

where Lc and pp stand for the true mean of the population in the control
group and the drug group, respectively.

In a trial, the parameters for comparison may be the mean level of
cholesterol (in the case of a cholesterol-lowering drug), the amount of
antibodies in the body (a vaccine trial), or the reduction in the size and
severity of tumor (a cancer trial). A test statistic is normally used to
compute and compare the means for the placebo and active groups.

One method is the Z distribution for testing the hypothesis with respect
to differences in two means:

Xp — Xc

1 1
O\ |—+—
Ny« Ne

Z=



REGULATORY REQUIREMENTS FOR CLINICAL TRIALS 197

where X, and X¢ are the mean of their respective samples, Np and N are
the respective sample size for the drug and control groups, and o is the
standard error.

Another important aspect is to ensure that we limit the errors in
drawing the wrong conclusion. These are described as Type I and Type 11
errors:

Type I Error (0, False Positive): The probability of wrongly concluding
that a difference exists where in fact there is no real difference, thus
putting a useless medicine onto the market. Normally, a 5% level of
significance is chosen, which means there is a 95% confidence in the
decision (i.e., o = 0.05). The value of @ may need to be even smaller
for testing efficacy of a potentially dangerous medication. This value
for o is customarily a condition required by the regulatory agency
and is typically around 0.05-0.1.

Type II Error (B, False Negative): The probability of wrongly conclud-
ing that there is no difference when in fact there is a difference,
which means keeping a good medicine away from patients, with the
manufacturer missing an opportunity to market the drug. Type II
error is normally limited to 5-20% (i.e., B =0.05-0.2). The bounda-
ries of Type II error are normally set by the company.

This leads to the term Power (1 — ), which quantifies the ability of the
study to find the true differences of various values of 8. It is the probability
of rejecting the null hypothesis when it is false or determining that the
alternative hypothesis is true when indeed it is true.

Clinical trials are carried out to show that the null hypothesis is false.
The p value is the probability of having an effect by chance if the null
hypothesis were actually true. The null hypothesis is rejected in favor of
the alternative hypothesis when the p value is less than o.

Once the parameters for the hypothesis and Type I and Type II errors
are set, the total number of subjects (2N) to be recruited to join the trial
can be determined by the equation

4(Zy +Zp) 0
R CAS A
where Z, and Z; are obtained from tables of the standardized normal
distribution for given o and f3; o and 6 are as defined previously.
The number of subjects may need to be more than the calculated figure
as the trial has to account for dropouts and subject noncompliances over
the duration of the trial.
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company, university, or individual. Normally, however, the Sponsor is a phar-
maceutical company.

6.4.12 Clinical Research Organization

This is the organization that is contracted by the Sponsor to conduct and
monitor the trial. It also provides a certain measure of independence to the
trial and enhances the validity of the trial results to be unencumbered by
conflict of interest.

6.4.13 Surrogate Markers

Sometimes it is not possible to measure the direct effect of the drug. Endpoints
or surrogate biomarkers are used to monitor the pharmacodynamics and
pharmacokinetics of the drug. These markers may be changes in blood pres-
sure, cholesterol level, concentrations of certain enzymes, proteins, blood
glucose levels, and similar factors (see Table 6.2 for serum tumor markers and
Appendix 7 for general biomarkers).

TABLE 6.2 Serum Tumor Markers

Cancer Antigen Description Indication
Cancer antigen MAD to a glycoprotein present on Breast cancer
(CA) 27.29 apical surface of normal epithelial

cells; CA 27.29 elevated in one-third
of early-stage breast cancer and two-
thirds of late-stage breast cancer

Carcinoembryonic ~ Oncofetal glycoprotein expressed Colorectal cancer
antigen (CEA) in normal mucosal cells and
overexpressed in adenocarcinoma
Cancer antigen Intracellular adhesion molecule Primarily pancreatic
(CA) 199 and biliary tract
cancers
Alpha-fetoprotein ~ Major protein of fetal serum Hepatocellular
(AFP) carcinoma and
nonseminomatous
germ cell tumors
Beta subunit Glycoprotein hormone Germ cell tumors
human chorionic
gonodotropin
(B-hCG)
Cancer antigen Glycoprotein expressed in epithelium Ovarian cancer
(CA) 125
Prostate-specific Glycoprotein produced by prostatic Prostate cancer
antigen (PSA) epithelium

Source: Perkins GL, Slater ED, Sanders GK, Prichard JG. Serum tumor markers, American Family
Physician 68:1075-1082 (2003).
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6.5 ROLE OF REGULATORY AUTHORITIES

Government bodies have on occasion accelerated clinical trials against advice
from researchers, in response to public demands (Exhibit 6.15). The climate
today is that due diligence regarding safety has to be performed before the
drug is administered to human subjects and that clinical trial submissions have
to be approved by the regulatory authorities before the trial commences.
Regulatory authorities play an important and active role to ensure regula-
tory compliance in the conduct of a clinical trial. Agencies such as the FDA
inspect clinical studies. An inspection of a trial may reveal that the protocol is
not being followed strictly, the Investigator may not be involved with the project
as much as is expected, there may be a lack of patient care, changes to the pro-
tocol may not have been relayed to the IRB, and so on. In such cases, corrective
actions have to be implemented immediately and the FDA must be satisfied
before the trial can continue. Deficiencies found are reported on Form 583.

6.6 GENE THERAPY CLINICAL TRIAL

As genomic research progresses, the possibility of replacing a person’s faulty
genes with normal genes becomes a reality (Chapter 4). Currently, there are
many ethical and scientific issues facing gene therapy.

Exhibit 6.15 Polio Vaccine Trial

In the 1950s, Dr. Jonas Salk and Dr. Albert Sabin from the University of
Pittsburgh (USA) worked on polio vaccines. Salk used inactivated polio
virus, whereas Sabin developed a live form of polio virus.

Scientists differed as to which method provided the better vaccine.
Both Salk and Sabin agreed that more tests were needed before a mass
vaccination program could begin.

The National Foundation, which funded the research, and the American
public wanted a mass vaccination urgently. The average incidence of polio
in the United States in 1949-1953 was 25.7 cases per 100,000 children. The
National Foundation ordered 27 million doses of the Salk vaccine for a trial,
and close to one million children were vaccinated (749,236 children from
grades 1,2, and 3 were offered vaccine, and 401,974 completed the trial).

The trial was one of the greatest triumphs in medical history. Church
bells rang across the country when the trial results were announced.
Within five years, polio was wiped out in the United States.

Source: Meier P. The Salk Vaccine Trials. http://www.math.uah.edu/siegrist/ma487/salk.html
[accessed January 2, 2002].
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Exhibit 6.16 Gene Therapy Trials

In 2007 there were 1309 gene therapy clinical trials. The breakdown is as
follows:

Phase | 801
Phase I/11 258
Phase II 205
Phase II/ITT 13
Phase 111 32
Total 1309

Source: Gene Therapy Clinical Trials. The Journal of Gene Medicine, Wiley, Hoboken, NJ,
2007.

For a gene therapy clinical trial, the FDA requires that the IND be filed as
for normal drug trials. However, there are more stringent requirements on the
source and tests being carried out on the gene to be inserted into the subject.
There is also the need for closer monitoring, from both the Investigator and
the FDA. In addition, the FDA has been conducting safety symposia to educate
the Investigator on the safety issues of gene therapy. Exhibit 6.16 shows the
number of gene therapy trials being conducted in 2007.

In situations where a drug is designed as a novel mechanism and the defini-
tions of trial parameters are not well defined, the chances of failure are high.
Exhibit 6.17 provides some insights into trial failures, showing that the road
to clinical success is fraught with uncertainties.

6.7 CASE STUDY #6

Plavix and Gardasil*

This case study presents the clinical trials performed for Plavix (an antiplate-
let) and Gardasil (a vaccine against cervical cancer).

Plavix: Two trials were carried out to determine efficacy: the CAPRIE and
CURE studies.

*Sources: (1) Food and Drug Administration, Plavix NDA. http://www.fda.gov/medwatch/
safety/2006/Aug_PIs/Plavix. WARNINGS_PI.pdf [accessed August 23, 2007]. (2) Food and Drug
Administration, Gardasil. http://www.fda.gov/cber/label/hpvmer040307LB.pdf [accessed August
23,2007].



CASE STUDY #6 201

Exhibit 6.17 Reflections on Some Clinical Trials

An analysis of 656 Phase III clinical trials from 1990 to 2002 showed that
42% of them failed. Of the failed trials, 70 of them provided reasonably
detailed data for further analysis. Out of these 70, 50% failed on efficacy
and 31% had safety concerns, with the remaining 19% being neither safer
nor more effective than the current drugs.

It was also revealed that when drugs were designed as novel mecha-
nisms of action, they incurred twice the failure rate. In cases where the
objective endpoints were less definitive, there were 10% more failures.
When considered together—a novel mechanism and less objective end-
points—a 70% failure rate was experienced.

Source: The McKinsey Quarterly. The Online Journal of McKinsey & Co. http://www.
mckinseyquarterly.com/article_page.aspx?ar=1879&1.2=12&1.3=62&srid=17&... [accessed
May 1, 2007].

CAPRIE was a 19,185-patient, 304-center, international, randomized,
double-blind, parallel-group trial comparing Plavix (75mg daily) with aspirin
(325mg daily). The outcome was to compare the first occurrence of new isch-
emic stroke, new myocardial infarction, or other vascular death. The following
are tabulated results:

Factor Plavix Aspirin
Patients 9599 9586
Ischemic stroke 438 (4.6%) 461 (4.8%)
Myocardial infarction 275 (2.9%) 333 (3.5%)
Other vascular death 226 (2.4%) 226 (2.4%)
Total 939 (9.8%) 1020 (10.6%)

Plavix resulted in overall reduction of outcome events.

The CURE study involved 12,562 patients randomized to receive Plavix
(300mg loading dose followed by 75mg daily) or placebo and were treated
for up to a year. Patients also received aspirin or other standard treatment
such as heparin. The results showed that Plavix had a 20% relative risk reduc-
tion compared with placebo (582 cases of cardiovascular death, myocardial
infarction, or stroke) versus 719 cases for placebo.

Gardasil: Four placebo-controlled, double-blind, randomized Phase II and
Phase I1I trials were conducted to evaluate the efficacy. Cervical intraepithelial
neoplasia (CIN) and adenocarcinoma in situ (AIS), vulvar intraepithelial neo-
plasia (VIN), and genital warts were used as the surrogate markers.
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The two Phase II trials were Protocol 005 (N =2391) and Protocol 007
(N =551). The Phase III studies were FUTURE I (Protocol 013, N = 5442)
and FUTURE 1II (Protocol 015, N = 12,157). Altogether, 20,541 women from
16 to 26 years of age were enrolled. Subjects were given Gardasil without
prescreening for the presence of HPV infection.

Gardasil was efficacious in reducing the episodes of CIN and AIS, as shown
in the table below:

il Pl
Gardasi acebo Efficacy (%)
Population N Number of Cases N Number of Cases (95% CI)
HPV 16- or 18-Related CIN or AIS
Protocol 005 755 0 750 12 100.0
Protocol 007 231 0 230 1 100.0
FUTURE I 2200 0 2222 19 100.0
FUTURE II 5301 0 5258 21 100.0
Combined 6467 0 8460 53 100.0
protocols
HPV 6-, 11-, 16-, 18-Related CIN or AIS
Protocol 007 235 0 233 3 100.0
FUTURE I 2240 0 2258 37 100.0
FUTURE II 5383 4 5370 43 90.7
Combined 7858 4 7861 83 95.2
protocols
HPB 6-, 11-, 16-, or 18-Related Genital Warts
Protocol 007 235 0 233 3 100.0
FUTURE I 2261 0 2279 29 100.0
FUTURE II 5401 1 5387 59 98.3
Combined 7897 1 7899 91 98.9

protocols

The analysis of results for prophylactic efficacy is shown in the table below,
regardless of whether the women were HPV-naive or not.

Gardasil or
HPV 16 L1

. Reduction
VLP Vaccine Placebo (%) (95%
Endpoints Analysis N Cases N Cases CI)
HPV 16- or 18- Prophylactic efficacy 9342 1 9400 81 98.8
related CIN or ~ HPV 16- and/or 18- — 121 — 120 —
AIS positive on day 1
General population 9831 122 9896 201 39.0

impact
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Gardasil or

HPV 16 L1 Reduction
VLP Vaccine Placebo (%) (95%
Endpoints Analysis N Cases N  Cases CI)
HPV 16- or 18- Prophylactic efficacy 8641 0 8667 24 100.0
related VIN HPV 16- and/or 18- — 8 — 2 —
positive on day 1
General population 8954 8§ 8962 25 69.1
impact
HPV 6-, 11-, 16-, Prophylactic efficacy 8625 9 8673 143 93.7
18-related CIN  HPV 16- and/or 18- — 161 — 174 —
or AIS positive on day 1
General population 8814 170 8846 317 46.4
impact
HPV 6-,11-,16- or Prophylactic efficacy 8760 9 878 136 934
18-related HPV 16- and/or 18- — 49 — 48 —
genital warts positive on day 1
General population 8954 58 8962 184 68.5

impact

The immune response of Gardasil was evaluated in 8915 women from 18
to 26 years of age (Gardasil N = 4666, placebo N = 4249) and 2054 adolescents
from 9 to 17 years of age (Gardasil N = 1471, placebo N = 583). Overall, more
than 99.5% of the subjects were seropositive with antibodies against HPV 6,
HPV 11, HPV 16, and HPV 18.The table below shows the levels of antibodies

with and without Gardasil vaccination.

Gardasil

Aluminum-Containing Placebo

Antibody Titer (Geometric

Antibody Titer (Geometric

Study Time N Mean) (mMU/mL) N Mean) (mMU/mL)
Anti-HPV 6

Month 07 208 2822 198 4.6

Month 24 192 93.7 188 4.6

Month 36 183 93.8 184 5.1
Anti-HPV 11

Month 07 208 696.5 198 4.1

Month 24 190 97.1 188 4.2

Month 36 174 91.7 180 4.4
Anti-HPV 16

Month 07 193 3889.0 185 6.5

Month 24 174 393.0 175 6.8

Month 36 176 507.3 170 7.7



204 CLINICAL TRIALS

Gardasil

Aluminum-Containing Placebo

Antibody Titer (Geometric

Antibody Titer (Geometric

Study Time N Mean) (mMU/mL) N Mean) (mMU/mL)
Anti-HPV 18

Month 07 219 801.2 209 4.6

Month 24 204 59.9 199 4.6

Month 36 196 59.7 193 4.8

6.8 SUMMARY OF IMPORTANT POINTS

1. Clinical trials are conducted to test the effects of new drug candidates
in humans. There are four phases to clinical trials:

+ Phase [—Safety study, 10-100 subjects, open label

- Phase II—Safety and efficacy studies, 50-500 subjects, randomized,

double-blinded

- Phase III—Pivotal studies, multisite, 100s to 1000s of subjects, random-

ized, double-blinded

 Phase IV—Postmarketing approval trial to monitor drug safety and

efficacy at large

2. Regulatory authorities stipulate the need for ethical principles to be
observed when conducting clinical trials. Clinical trials should never be
conducted to gain knowledge per se. They should be based on risk—
benefit considerations, informed consent, and respect for human indi-
viduals. Furthermore, subjects should be protected without being taken

advantage of.

3. Clinical trials are conducted according to GCP. There should be a pro-
tocol that states the reason for the clinical trial, how it is to be conducted,
the number of people to be included, eligibility criteria, medical tests
and observations to be made, and information to be collected.
Clinical trial protocol must be approved by the IRB/IEC before

commencement.

4. Statistics analysis is an integral part of a clinical trial. A clinical trial
protocol includes information on statistical parameters that the trial is
expected to be based on and methods for the analysis of data.

5. An Investigator, not an employee of the Sponsor, is appointed to be
responsible for the conduct of a trial. An appropriate quality system is
followed and deviations from trial protocols are reported. Serious
adverse events have to be reported to regulatory authorities within a

specified time.
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REVIEW QUESTIONS

. Explain the reasons for ethical considerations before a clinical trial is

conducted.

. Discuss the use of biomarkers in clinical trials.
. Describe the term “protocol” and list the parameters to be included in

the document.

. Explain randomization and justify the requirement for randomization

and double-blinding in clinical trials.

. An investigator is designing a clinical trial to test a cholesterol-lowering

drug. She wants to compare the drug with placebo with a 95% confidence
level; that is « is 0.05. She also limits the false-negative to 10%; that is,
Bis 0.10. From the literature, she knows the variability of cholesterol has
a standard deviation of 50mg/dL. How many people must she recruit in
the study to demonstrate a 20mg/dL difference between the drug and
placebo?

. Distinguish the various phases of clinical trials, I to I'V. Provide a reason

for conducting Phase IV trials.

. Briefly explain GCP as applied to clinical trials.
. Why is it necessary to regulate clinical trials?

6.10 BRIEF ANSWERS AND EXPLANATIONS

1.

Due to problems in some early clinical trials, where subjects were taken
advantage of, regulatory authorities require that clinical subjects be
treated fairly. Ethical considerations should be undertaken to safeguard
subjects’ safety and well-being.

. For some diseases it is not possible to measure directly the effect of the

drug on trial, or the desired direct outcome may require a long time to
eventuate. Biomarkers provide more convenient and timely signals in
response to the trial drug and they can be measured at various time
points to indicate the progressive treatment reaction.

. Refer to Section 6.4.4 and Exhibit 6.10.
. Refer to Section 6.4.7 and Exhibit 6.12 to explain randomization and the

techniques used. Randomization and double-blinding are necessary to
prevent bias in data collection so that statistical analysis based on normal
distribution can be used to evaluate the trial results.

. We use the following equation (from Exhibit 6.14) to calculate the total

number of subjects to be recruited:

4 Zy+2Zp) o?

2N = 5
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Using a standard normal distribution table, Z, = Zs=1.96; Zz=
Zy; = 1.65. Substituting into the equation, we have

_ 4(1.96 +1.65)° 50?

2N
20%

2N =326

Hence N = 163 is the number for each group. In reality, to account for
dropouts and noncompliances, more subjects are normally recruited.

6. Refer to Section 6.3 to describe the phases of a clinical trial. Phase IV
trials are necessary to maintain a close watch on the efficacy and adverse
events of an approved drug when it is administered to the population at
large. For example, even a small percentage of adverse events in Phase
IIT trial for several thousand people may translate into a substantial
number when a drug is made available to millions of people. A case in
point is Vioxx and Bextra (see Section 2.9).

7. By following GCP, clinical trials are conducted by following the proce-
dures in the protocol, data are collected and verified as intended, and
deviations to procedures are addressed. The aim is to ensure data from
clinical trials are valid and conclusions drawn are correct.

8. The regulation of clinical trials is to make certain that first and foremost
subjects’ welfare is not compromised. The need for review and approval
by the IRB/IEC provides an independent party to decide the need and
procedure contemplated for the clinical trials. The watchdog roles are
steps taken to ensure trials are conducted ethically.
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7.1 ROLE OF REGULATORY AUTHORITIES

All of us want the drugs that are prescribed for us to be safe and effective to
treat our ailments. It is the role of public regulatory authorities to ensure that
pharmaceutical companies comply with regulations. There are legislations that
require drugs to be developed, tested, trialed, and manufactured in accordance
to guidelines so that they are safe and patients’ well-being is protected. There
have been several occasions when drugs were not safe and people’s health has
been compromised; there were times when unscrupulous people or firms
wrongly or carelessly manufactured drugs; children or vulnerable people have
been recruited to clinical trials without consent, and insufficient tests were
carried out on some drugs during development, leading to untold damage (see
Exhibit 7.1 for an account of the thalidomide tragedy).

Regulatory authorities perform the watchdog role to ensure that animal
studies comply with Good Laboratory Practice (GLP), clinical trials are

Exhibit 7.1 Thalidomide

Thalidomide was synthesized in Germany and became available in late
1957. It was prescribed for the treatment of insomnia and nausea in preg-
nant women.

However, it had not been discovered that the thalidomide drug mole-
cule could cross the placental barrier and affect fetal development. As a
result, thousands of babies were born with crippled extremities, disfigure-
ment, and disabilities. Numerous fetuses were stillborn or died soon after
birth.

The drug was banned in early 1962, but by then the lives of many
people had been severely affected.

Refer to Exhibit 10.9 for the chemical structure of thalidomide.
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performed in accordance with Good Clinical Practice (GCP), and drugs are
manufactured under current Good Manufacturing Practice (cGMP) condi-
tions. The regulatory authorities also carry out surveys to ensure that labels
and advertising materials are accurate and in accordance with approved claims.
Advertising materials should have clear explanations about the drug, indica-
tions and contraindications, dosage, and frequency of medication.

In this chapter, we explain the regulatory authorities in the major countries.
The regulatory process is complicated and lengthy; this is especially the case
where major industrialized nations have independently over the years set up
their own systems of regulations and controls, which invariably have different
requirements from those in other countries. However, processes are in place
to harmonize the regulatory procedures in the major industrialized countries.
In this way, regulatory requirements, technical documents, and review pro-
cesses are consistent and can be mutually recognized by member countries.
Eventually, harmonization will reduce duplicate requirements, reports, and the
cost and time for regulatory reviews. This will translate to patients receiving
access to new drugs more speedily and at less cost than now.

In Chapter 8 we examine more closely the regulatory processes for testing,
trialing, and approving a drug for marketing.

7.2 US FOOD AND DRUG ADMINISTRATION

The US Food and Drug Administration (FDA) is required by the US Federal
Food, Drug, and Cosmetic Act to regulate drug products in the United States.
Its role is to ensure that drugs are developed, manufactured, and marketed in
accordance with regulatory requirements so that they are safe and effective.
The FDA has four centers and a regulatory office:

+ Center for Drugs Evaluation and Research (CDER)

+ Center for Biologics Evaluation and Research (CBER)
+ Center for Devices and Radiological Health

 Center for Veterinary Medicine

+ Office of Regulatory Affairs

Exhibit 7.2 presents a brief history of the FDA. For the purpose of regula-
tion of drugs, the relevant centers are the CDER and CBER.

7.2.1 Center for Drug Evaluation and Research

The CDER oversees the research, development, manufacture, and marketing
of synthetic small molecule drugs (drugs that are described in Chapter 3). As
of June 30, 2003, the CDER is also responsible for the regulation of biologic
therapeutic products. Most of these drugs are large protein-based molecules
generated by hybridoma or recombinant DNA technology, such as monoclo-
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Exhibit 7.2 A Brief History of the FDA

The FDA started from a single chemist in the US Department of
Agriculture in 1862, with the appointment of Charles M. Wetherill by
President Lincoln. By 2001, it had a staff of about 9100 and a budget of
$1.294 billion. The FDA now has employees from diverse disciplines,
including chemists, pharmacologists, physicians, microbiologists, veteri-
narians, pharmacists, and lawyers.

About a third of the agency’s employees are stationed outside the
Washington, DC area in over 150 field offices and laboratories, including
five regional offices and 20 district offices.

The FDA regulates the following:

- Drugs (e.g., prescriptions, OTCs, generics)

« Biologics (e.g., vaccines, blood products)

+ Medical devices (e.g., pacemakers, contact lenses)

« Food (e.g., nutrition, dietary supplements)

 Animal feed and drugs (e.g., livestock, pets)

- Cosmetics (e.g., safety, labeling)

- Radiation emitting products (e.g., cell phones, lasers)

nal antibodies, cytokines (interferon, interleukin), tissue growth factors, and
other proteins described in Chapter 4. These products include the following:

« Monoclonal antibodies for in vivo use

« Cytokines, growth factors, enzymes, immunomodulators, and
thrombolytics

« Proteins intended for therapeutic use that are extracted from animals or
microorganisms, including recombinant versions of these products

« Other nonvaccine therapeutic immunotherapies

The CDER’s involvement starts with the Phase I clinical study via the
approval of an Investigational New Drug (IND) application. In its review
process for the IND, the CDER checks that preclinical tests have been per-
formed in compliance with GLP and that the toxicological studies are accept-
able. When the clinical trials commence, the CDER monitors the conduct of
the clinical trials through Phases I, I1, and III, based on adherence to GCP. At
the conclusion of Phase III trials, marketing applications from sponsor phar-
maceutical organizations are evaluated by the CDER, relying on scientific data
and clinical results. The marketing applications are:
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+ New Drug Applications (NDAs) for small molecule drugs
+ Biologics License Applications (BLAs) for therapeutic biologic drugs

Risks (drugs have potential risks as they interfere with our bodily functions)
and benefits evaluations are undertaken before drugs are approved for mar-
keting. Expert reviews from external personnel are sought from time to time,
to ensure that decisions are based on the latest scientific opinions. It also
ensures that the advertising and marketing of drugs are in accordance with
approved claims. Marketed drugs are monitored for unanticipated health risks.
If unexpected health risks or adverse reactions are confirmed, the CDER
informs the public or, in severe cases, directs the suppliers to remove drugs
from the market. The manufacture of drugs is monitored to ensure compliance
with cGMP.

The three categories of drugs regulated by the CDER are the following:

- Prescription drugs
+ Generic drugs
+ Over-the-counter (OTC) drugs

7.2.2 Center for Biologics Evaluation and Research

The CBER regulates nontherapeutic biologics—drugs that are described
in Chapter 4—which are not regulated by the CDER. These include the
following:

+ Viral-vectored gene insertions (e.g., gene therapy)

+ Drugs composed of human or animal cells or from physical parts of those
cells

 Allergen patch tests

- Allergenics

« Antitoxins, antivenins, and venoms

- In vitro diagnostics

- Vaccines, including therapeutic vaccines

« Toxoids and toxins intended for immunization

In addition, the CBER controls the approval of human tissue for transplan-
tation, blood and blood products, and devices related to blood products. These
devices include automated cell separators, empty plastic containers, and blood
storage refrigerators and freezers.

In contrast to the small molecule drugs, biologics are complex, large com-
pounds with molecular weights >5kDa and they are not easily characterized.
They are dissimilar to small molecule drugs, which are chemically well-defined
entities. Biologics are also labile (i.e., heat and shear sensitive) and are very
dependent on the manufacturing process parameters and storage conditions.
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The regulatory process is the filing of an IND for clinical trials. At the
conclusion of clinical trials, the Sponsor files a Biological License Application
(BLA) for marketing approval. The CBER evaluates a biologic in terms of
risk versus benefits before approving it for marketing.

7.2.3 Pertinent FDA Processes and Controls

Drugs (small molecule drugs) are regulated in the United States as required
by the Food, Drug and Cosmetic Act (FDCA) of 1938. Biologics, however, are
regulated by the Public Health Service Act (PHSA) of 1944 and the FDCA.
This is because the PHSA is concerned with medical products that are less
well defined, necessitating more control in the handling and manufacturing
processes.

The applicable regulations for drugs are codified in Title 21 of the US Code
of Federal Regulations (CFR). These regulations promulgate the FDA’s
requirement in many aspects of drug clinical research, manufacturing, and
marketing. Table 7.1 lists some of these applicable regulations. Readers should
note that these regulations are updated from time to time by the FDA as a
result of new requirements or information.

In addition, the FDA publishes Guidelines and Points to Consider (PTCs)
documents to guide pharmaceutical organizations in many relevant areas,
from testing methodologies, manufacturing requirements, and drug stability
information, to filling in of forms and the requisite data.

The FDA also carries out inspections on establishments to ensure com-
pliance with regulations. The establishments include laboratories, clinical trial
centers, and manufacturing facilities. Further information on establishment
inspection is discussed in Chapter 10.

TABLE 7.1 Selected Regulations from 21 CFR

Document Number Description

21 CFR Part 11 Electronic Records, Electronic Signatures

21 CFR Part 50 Protection of Human Subjects

21 CFR Part 56 Institutional Review Board

21 CFR Part 58 Good Laboratory Practices for Non-clinical Laboratory
Studies

21 CFR Part 202 Prescription Drug Advertising

21 CFR Part 203 Prescription Advertising

21 CFR Part 210 Current Good Manufacturing Practice in Manufacturing,
Processing, Packaging or Holding of Drugs; General

21 CFR Part 211 Current Good Manufacturing Practice for Finished
Pharmaceuticals

21 CFR Part 312 Investigational New Drug Applications

21 CFR Part 314 Applications for FDA Approval to Market a New Drug

21 CFR Part 600 Biological Products: General

21 CFR Part 610 General Biological Products Standards
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Exhibit 7.3 Imatinib Mesylate (Gleevec)

Chronic myeloid leukemia (CML) occurs when there is a translocation
of chromosomes 9 and 22 (also called Philadelphia translocation—a chro-
mosomal abnormality). These two different chromosomes break off and
reattach on the opposite chromosome. A consequence is that the activity
of the Bcer-Abl gene, which encodes the enzyme tyrosine kinase, is turned
on all the time. With this heightened activity, high levels of white blood
cells are produced in the bone marrow.

Imatinib mesylate is a tyrosine kinase inhibitor (see Chapter 2 on

receptors). It is used to block the growth of white blood cells.

Imatinib mesylate is manufactured by Novartis. Clinical trials showed

that patients had their white blood cells reduced substantially after being
treated with Gleevec.

Gleevec was approved by the FDA under the accelerated approval

regulations for the treatment of CML.

Source: FDA News: FDA Converts Gleevec in Second Line Setting to Regular Approval,
December 2003. http://www.fda.gov/bbs/topics/NEWS/2003/NEW00990.html [accessed
October 5, 2007].

In some circumstances, the FDA processes drug reviews under the acceler-
ated scheme. This mechanism is to review and approve drugs speedily for cases
where effective therapies are lacking or in situations of rare diseases. One of
the fastest approval times to date is the case of imatinib mesylate (Gleevec,
Novartis—Exhibit 7.3) for the treatment of chronic myeloid leukemia (CML);
it was approved in less than 3 months after the filing of an NDA with the FDA.
Another example is the new AIDS drug indinavir (Crixivan, Merck), which
was approved in a mere 42 days.

7.3

EUROPEAN MEDICINES AGENCY

There are several avenues for drug approval in Europe:

Centralized Procedure: Under the European Community Regulation
726/2004 and Directive 2004/27/EC, the Centralized Procedure (also
known as Community Authorization Procedure) is a single authorization
procedure that is mandatory for medicinal products of the following
categories:
Derived from biotechnology processes, such as genetic engineering
Intended for the treatment of HIV/AIDS, cancer, diabetes, or neuro-
degenerative disorders

Orphan medicines (medicines used for rare diseases)
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« Mutual Recognition Procedure: A medicine is first authorized by one
member state, according to the member state’s own national procedure.
The applicant can seek further authorizations through a mutual recogni-
tion procedure. When there is a dispute between member states on the
issue of mutual recognition, the European Medicines Agency (EMEA)
is called upon to arbitrate, and its decision is binding on the member
states.

Decentralized Procedure: This is applicable where authorization has not
yet been approved in any member state. The applicant may apply for
simultaneous authorization in more than one EU member state for
medicines that do not fall within the mandatory scope of the centralized
procedure.

The EMEA’s key aims, according to the EU Enterprise Directorate-General
publication, are the following:

« Protect and promote public health by providing safe and effective medi-
cines for human and veterinary use

+ Give patients quick access to innovative new therapy

« Facilitate the free movements of pharmaceutical products throughout the
EU

- Improve information for patients and professionals on the correct use of
medicinal products

« Harmonize scientific requirements to optimize pharmaceutical research
worldwide

There are two committees within the EMEA:

+ Committee for Medicinal Products for Human Use (CHMP)
« Committee for Medicinal Products for Veterinary Use (CVMP)

For our purposes, the committee for drug approval is the CHMP. Applica-
tions are submitted to the EMEA according to the centralized procedure. The
review process is described in Section 8.3. In 2006 the CHMP provided
78 opinions (decisions) on medicinal products, of which 5 were negative
(rejected).

Council Regulation EEC/2309/93 together with Directive 75/319/EEC
require member states to establish a national pharmacovigilance system to
collect and evaluate information on adverse reactions to medicinal products
and to take appropriate action.

Clinical trial applications are not centralized. Submissions are made through
individual member states. Refer to Section 8.3 for details of clinical trial appli-
cation in Europe.
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7.4 JAPAN’S MINISTRY OF HEALTH, LABOR AND WELFARE

The Japanese pharmaceutical market is the second largest in the world. It is
larger than the combined markets of the United Kingdom, France, and
Germany. Japan’s Pharmaceutical Affairs Law aims to improve public health
through regulations ensuring the quality, efficacy, and safety of drugs and
medical devices. The Ministry of Health, Labor and Welfare (MHLW) is
responsible for pharmaceutical affairs in Japan. There are three main parts of
MHLW overseeing this charter: the Pharmaceutical and Food Safety Bureau
(PFSB), the Health Policy Bureau, and the Pharmaceutical and Medical Device
Agency (PMDA, KIKO).

PFSB oversees the policies to assure the safety and efficacy of drugs and
medical devices. The Bureau’s responsibility is to review and approve clinical
trials and the importation and manufacture of drugs. The Health Policy Bureau
handles production and distribution policies; that is, it deals with the manu-
facturers and distributors to ensure a high quality, efficient healthcare system.
The PMDA reviews clinical protocols and details of drug submissions, includ-
ing bioequivalence, as well as the testing and research on drugs. Within its
organization, there are Offices for New Drugs, Biologics, OTC, and Generics.
New drugs from vaccines or blood, their specifications, and test methods are
examined by the National Institute of Health Sciences or the Infectious
Disease Surveillance Center.

The Pharmaceutical Affairs and Food Sanitation Council (PAFSC) is an
advisory body to MHLW on pharmaceutical and food matters. The First and
Second Committees on New Drugs of the PAFSC meet about 8 times per year
to review new drug applications as a consultative role to the PMDA. The First
Committee is responsible for all therapeutics except those under the respon-
sibility of the Second Committee, for example, antivirals, chemotherapy agents,
and blood and biological products. New drugs are approved by the Pharma-
ceutical Affairs Department of the MHLW, based on the recommendations of
the PAFSC. Marketing approval of drug products requires that the licensees
of marketing businesses demonstrate compliance to Good Quality Practice
(GQP) and Good Vigilance Practice (GVP). Refer to Section 8.4 for examples
of the clinical trial and drug approval processes in Japan.

Foreign clinical results are acceptable except in areas where there are
immunological and ethnic differences between Japanese and foreigners. The
ethnic factors are divided into two components: intrinsic factors such as racial
factors and physiological differences; and extrinsic factors, which include
cultural and environmental issues. In these cases, the MHLW may require that
some bridging comparative clinical trials be performed with dose ranging
protocols. This will enable absorption, distribution, metabolism, and excretion
studies to be carried out on Japanese individuals and provide better dosage
and indication for the Japanese people. The MHLW also requires that applica-
tion be accompanied by one year of real-time stability data and that sterility
test results be included.
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The standard processing period for drug approval according to the MHLW
is as follows:

+ One year for review
+ One year for applicant response
- Total 2 years to approval

All new drug applications are expected to be in the CTD format according
to ICH guidelines (see Section 7.11). Priority reviews are applicable for
orphan drugs and those drugs for the treatment of serious illnesses. A
restricted approval system has been implemented for emergency drugs to
prevent spread of diseases. In this case, the standard review procedure is not
applicable.

7.5 CHINA’S STATE FOOD AND DRUG ADMINISTRATION

China’s pharmaceutical market is growing at a very fast pace. The current data
show that the total market is around US$20 billion, and it is the ninth largest
pharmaceutical country in the world. The Chinese government maintains price
control on imported drugs. With China’s entry into the World Trade Organiza-
tion (WTO), tariffs have been reduced from 20% to 6.5%. The projection is
that the market size will reach US$60 billion by 2010, and China will be the
world’s largest market by 2020.

The regulation of drugs in China is under the jurisdiction of the State Food
and Drug Administration (SFDA). The SFDA is under the control of the State
Council. Through the Drug Administration Law of the People’s Republic of
China, regulations are instituted for the control of clinical trials, registration,
distribution, and marketing surveillance of new, generic, and OTC drugs
(Exhibit 7.4). It also controls GMP manufacturing compliance, monitors
adverse events, and prosecutes illicit, fraudulant, and unlicensed drug manu-
facturers through the Departments of Drug Safety and Inspection, and Drug
Market Compliance. There are also strict controls on advertising of drugs;
these prohibit the use of certain words, phrases, and unsubstantiated or unsci-
entific claims.

Among the many departments of the SFDA, the relevant departments for
drugs and medical devices are the Department of Drug Registration (DDR),
the Department of Medical Devices, and the Department of Drug Safety and
Inspection. The SFDA manages the regulation for “Western” drugs and
Traditional Chinese Medicine (TCM) under the Division of Pharmaceuticals,
Division of Biological Products, and Division of TCM of the DDR (Exhibit
7.5).

Drugs are classified into several categories. These are synthetic drugs, TCM,
and biological products. The SFDA stipulates compliance to GMP for medical
products, GCP for clinical trials, and GLP for nonclinical drug safety research.
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Exhibit 7.4 Clinical Trials and Selected Drugs Approved in China

China offers a large pool of treatment naive patients for clinical trials.
There are 1.3 billion people, of which 250 million are insured and another
250 million partially insured. Clinical trials are one-third the cost of that
in the United States and recruitments are expected to be rapid. However,
complicating factors are slower regulatory processes, limited qualified
central laboratories for testing, and restriction of export of blood and
serum samples outside China for testing.

Unlike in the United States and Europe, however, only certain research
centers and hospitals are specially designated by the Chinese SFDA for
the conduct of clinical trials.

In October 2003, the SFDA approved the world’s first gene therapy—
Gendicine (a recombinant human adenovirus type 5 mediated delivery
of p53 gene)—for the treatment of head and neck cancer. In 2005, another
head and neck cancer drug, Oncorine (a recombinant oncolytic adeno-
virus type 5), was approved. In the same year, another recombinant human
endostatin, Endostar, was approved for the treatment of small-cell lung
cancer.

In July 2007, the SFDA strengthened its regulatory framework by
introducing more stringent regulations in the approval process, requiring
that (1) approval of drug licenses must be based on collective decisions,
(2) drug evaluators will be made public and held accountable for their
decisions, and (3) there should be no potential conflict of interest in the
evaluators in reviewing the application.

Source: Jia H. China syndrome—a regulatory framework in meltdown, Nature Biotechnol-
ogy 25:835-837 (2007).

Exhibit 7.5 Division of Pharmaceuticals, Division of Biological
Products, and Office for Acceptance of Drug Registration

Division of Pharmaceuticals

« Draft and revise national standards and research guidelines of
pharmaceuticals

- Evaluate and approve new drugs
« Approve and reregister controlled drugs
- Evaluate and approve clinical trials

- Approve and regulate pharmaceutical preparations dispensed by pro-
vincial medical institutions
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Division of Biological Products

- Draft and revise national standards and research guidelines of biologi-
cal products

- Evaluate and approve new biological products
- Evaluate and approve clinical trials of biological products
- Regulate and supervise national lot release of biological products

Office for Acceptance of Drug Registration

- Accept drug application and issue certificate for new drug, generic drug,
imported drug, protected TCM products, and packaging material for
drugs

Foreign drugs are required to have import registration. Foreign drug
manufacturers and distributors file for examination and registration of their
products with relevant data and documents. Clinical trials may need to be
conducted based on evaluation by the Center for Drug Evaluation (CDE) (see
Section 8.5).

7.6 INDIA’S CENTRAL DRUGS STANDARD
CONTROL ORGANIZATION

Increasingly, India is becoming an important player in drug manufacture, in
particular, the production of generics. Many of India’s generics are now found
in all parts of the world, challenging the dominance once held by the large
pharmaceutical companies in Western countries.

Under India’s Drug and Cosmetics Act, the central government of India,
through the Central Drugs Standard Control Organization (CDSCO),is respon-
sible for the approval of new drugs, clinical trials, maintenance of the standard
of drugs, jurisdiction of importation of foreign drugs, approval of manufacturing
licenses, and coordination of the activities of the State Drug Control Organiza-
tions. The central government is also responsible for the testing of drugs by the
Central Drugs Labs, whereas the state authorities are responsible for the regu-
lation of the manufacture, sale, and distribution of drugs.

Schedule Y of the Drugs and Cosmetics Rules sets up the requirements for
clinical trials, and that of Schedule M for GMP compliance system.

7.7 AUSTRALIA’S THERAPEUTIC GOODS ADMINISTRATION

Australia’s Therapeutic Goods Administration (TGA) has perhaps one of the
most progressive and comprehensive regulatory systems in the world. Under
the Therapeutic Goods Act, the TGA regulates prescription medicines, OTC
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medicines, complementary medicines, and medical devices. The roles of the
TGA in medicines are as follows:

« Premarket evaluation and approval of registered products intended for
supply in Australia

- Development, maintenance, and monitoring of the systems for listing of
medicines

Licensing of manufacturers in accordance with international standards of
Good Manufacturing Practice

+ Postmarket monitoring, through sampling, adverse event reporting, sur-
veillance activities, and response to public inquiries

- Assessment of medicines for export

All medicines in Australia are listed or registered with the Australian
Register of Therapeutic Goods (ARTG), except specifically exempted, and are
provided with unique numbers in the database. Listed medicines are consid-
ered to be of lower risk and are self-selected by consumers. These medicines
bear the “AUST L” numbers. In contrast, registered medicines include a “low
risk” category, which are of the OTC type, or “high risk” medicines, which
require prescription. Registered medicines have the “AUST R” numbers.
Complementary medicines, such as alternative or traditional medicines, are
either listed or registered depending on ingredients and claims.

Section 8.7 explains the clinical trial and drug approval processes in
Australia.

7.8 CANADA’S HEALTH CANADA

All drugs sold in Canada must be authorized by Health Canada, which has
several directorates: the Therapeutic Products Directorate (TPD) reviews and
authorizes new pharmaceuticals and medical devices, the Biologics and Genetic
Therapies Directorate (BGTD) evaluates biological and radiopharmaceutical
drugs, and the Natural Health Products Directorate (NHPD) regulates natural
health products such as vitamins and health supplements. For postmarket
surveillance, the Marketed Health Products Directorate (MHPD) monitors
adverse events and investigates complaints and problem reports.

7.9 OTHER REGULATORY AUTHORITIES

Table 7.2 shows the regulatory authorities in selected countries. A summary
of the health system, both public and private in selected countries, is given
in Appendix 9. It shows the %GDP each country spends on healthcare,
per capita health expenditure, number of hospital beds, and doctors/1000
population.
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TABLE 7.2 Selected International Regulatory Authorities

Country Regulatory Authority

Argentina National Administration of Drugs, Foods and Medical
Technology

Brazil Ministry of Health

Chile Institute of Public Health

Denmark Laegemiddelsturelsen

Egypt Ministry of Health and Population

Finland National Agency for Medicines

France Agence du Medicament

Germany Federal Institute of Drugs and Medical Devices

Greece Ministry of Health and Welfare

Indonesia Ministry of Health

Israel Ministry of Health

Italy Ministry of Health

Jamaica Ministry of Health

Kenya Ministry of Health

Korea Food and Drug Administration

Malaysia National Pharmaceutical Control Bureau

Mexico Ministry of Health

Netherlands Medicines Evaluation Board

New Zealand Medicines and Medical Devices Safety Authority

Norway Norwegian Board of Health

Philippines Ministry of Health

Russia Ministry of Health

Singapore Health Sciences Authority

South Africa Department of Health

Spain Spanish Drug Agency

Sweden National Board of Health and Welfare

Switzerland International Office for Control of Medicaments

Taiwan Department of Health

Thailand Food and Drug Administration

United Kingdom

Zimbabwe

Medicines and Healthcare Products Regulatory Agency
Ministry of Health

7.10 AUTHORITIES OTHER THAN DRUG REGULATORY AGENCIES

Although pharmaceutical organizations have to comply with requirements of
regulatory agencies, there are other authorities that control the manufacturing
and marketing of drugs. For example, in the United States these include the

following:

- State health authorities
+ Occupational Safety and Health Administration (OSHA)
« Environmental Protection Agency (EPA)

+ Local regulatory bodies
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Compliance with all these authorities would assist in the approval of drugs
for manufacturing and marketing.

7.11 INTERNATIONAL CONFERENCE
ON HARMONIZATION

Specific plans for the formation of the International Conference on Harmo-
nization (ICH) were conceived at the WHO International Conference of Drug
Regulatory Authorities (ICDRA) in Paris in 1989. In April 1990, the ICH was
formed in Brussels, with the aim of formulating a joint regulatory—industry
initiative on international harmonization of drug regulations. The ICH is com-
posed of representatives from the regulatory agencies and industry associa-
tions of the United States, Europe, and Japan. The ICH Steering Committee
meets at least twice a year, with the location rotating among the three regions.
It is charged with the responsibility to prepare harmonized guidelines that can
be accepted by each region.

There are four major categories of guidelines: quality, safety, efficacy, and
multidisciplinary. Details are provided in Exhibit 7.6.

The CTDs were implemented in July 2003. They are format-based docu-
ments for submission to the regulatory authorities; the country-specific process
of review, for example, via the IND and NDA of the United States or the
Centralized Procedure of the EMEA, is not affected. The harmonized CTDs
help to reduce cost and accelerate approval time. Figure 7.1 shows the CTD
structure: five modules with Module 1 for regional administrative information
specific to each country, Module 2 on summary of quality, nonclinical and
clinical, Module 3 on quality, Module 4 on nonclinical study reports, and
Module 5 on clinical study reports.

7.12 WORLD HEALTH ORGANIZATION

The World Health Organization (WHO) is a specialized agency of the United
Nations. There are 193 member states as of January 2008. The WHO is head-
quartered in Europe with four regional offices in Africa, the Americas, the
Eastern Mediterranean, Southeast Asia, and the Western Pacific. The WHO is
not a regulatory agency. Its functions are:

« To give worldwide guidance in the field of health

- To set global standards for health

« To cooperate with governments in strengthening national health
programs

« To develop and transfer appropriate health technology, information, and
standards
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Exhibit 7.6 ICH Guidelines

ICH guidelines are divided into four major categories.

Current Status of Harmonization

* Quality: Ten topic headings—Stability, Analytical Validation, Impu-
rities, Pharmacopoeias, Quality of Biotechnological Products,
Specifications, GMP, Pharmaceutical Development, Quality Risk
Management, Pharmaceutical Quality System; total of 24 guidelines
Safety: Eight topic headings—Carcinogenicity Studies, Genotoxicity
Studies, Toxicokinetics and Pharmacokinetics, Toxicity Testing,
Reproductive Toxicology, Biotechnological Products, Pharmacology
Studies, Immunotoxicology Studies; total of 13 guidelines

« Effi