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Preface 

Nuclear Magnetic Resonance Spectroscopy (NMR) is now widely regarded 
as having evolved into a discipline in its own fight. The field has become 
immensely diverse, ranging from medical use through solid state NMR 
to liquid state applications, with countless books and scientific journals 
devoted to these topics. The theoretical as well as experimental advances 
continue to be rapid, and have in fact been accelerated by many novel 
innovations. 

This book is part of the "Analytical Spectroscopy Library" series, and is 
devoted to high-resolution NMR, specifically applications in the structure 
elucidation of organic molecules of moderate molecular weight. The book 
contains 16 loosely connected chapters written by some of today's most 
accomplished NMR scientists. Much emphasis has been given to the latest 
developments in NMR, in particular to selective pulses and pulsed field 
gradients. 

We aimed at presenting a book which conceptually offers something dif- 
ferent from basic educational texts, hard-core scientific papers and regular 
review articles. The chapters are the authors' personal accounts of the spe- 
cial insights and results that have crystallized after several years of research 
into a given topic. The book does not revolve around a single theme, but 
offers a selection of scientific "gems" of various colors, reflecting the great 
diversity of NMR. We hope that there will be future editions to provide a 
platform for information of similar flavor. 

As for the scope of this book, it is intended mainly for chemists, other 
scientists and students with some background in NMR. Some of the chap- 
ters have slight overlap in the topics discussed, which we consider to be 
particularly exciting in terms of gaining insight into the same area from 
different angles. 

The Editors 
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Abstract 

The properties of some widely used selective pulses are described, together 
with methods for calibration. The emphasis is on an overview of what 
may be expected from a given pulse shape in terms of selectivity, duration, 
quality of profile, sensitivity to relaxation, and range of applicability. 

1. Introduction 

Insufficient resolution is often an obstacle to the extraction of information 
from conventional multi-dimensional nuclear magnetic resonance spectra. 
Non-selective experiments often do not allow one to accurately determine 
the information contained within the fine structure of multiplets. Moreover, 
non-selective pulses affect all spins in the system more or less uniformly. 
As more and more subtle structural details are being investigated by nuclear 
magnetic resonance, separate manipulation of the spins of interest in selec- 
tive experiments will probably gain in importance. Using selective pulses, it 
is possible to record spectra with very small spectral windows, typically 20 
to 1000 Hz, in all proton dimensions. It has readily been recognized that 
this turns out to be an important advantage [ 1, 2] especially in homonuclear 
multi-dimensional experiments where selective preparation pulses allow one 
to use a smaller number of time increments. A further advantage resulting 
from the use of selective pulses is the simplification of complex spectra. The 
use of ful ly  selective experiments, i.e., experiments that are selective in all 
frequency domains, allows one to focus on the desired information which 
concerns the chosen active spins. This approach highlights the relevant in- 
formation (existence of multiplets, fine structure, and scalar couplings) with 
a precision enabling an accurate extraction of parameters. 

This contribution will describe the manipulation of spin multiplets as 
a whole, and the word selective - or " so f t " -  will be used for multiplet- 
selective pulses, in contrast to band-selective,  which refers to a broader 
bandwidth which may affect several spins, and to transition selective when 
only one line is affected. The discussion will be based on proton spectra, but 
all aspects are similar for other nuclei. Soft pulses use lower amplitudes and 
much longer irradiation times than non-selective "hard" pulses. Typical du- 
rations for soft pulses are of the order of 1 to 500 ms with a peak amplitude 
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of 1 to 100 Hz, which are to be compared with the 1 to 50 ~ts and 1 to 50 kHz 
for hard pulses. In addition to require low rf amplitudes and long durations, 
selective pulses are generated using a time-dependent amplitude envelope. 
The envelopes- the pulse shapes-  must be optimized, usually by numerical 
simulations, in order to obtain the best possible frequency-domain response. 
Another way to implement soft pulses, which will not be described in this 
contribution, consists in applying a sequence of equally spaced non-selective 
pulses with small flip angles, which can be used for selective manipulation 
of spins because of precession during the interleaved delays. This tech- 
nique, referred to as DANTE [3, 4], has been applied to most families of 
NMR experiments [5-9]. Not all existing selective pulses will be analyzed 
here, but only some amongst the most widely applied ones. Reviews~on 
other aspects of selective pulses and their applications can be found in the 
literature [10-14]. This contribution will focus on practical advices in the 
choice, implementation and calibration of some chosen shaped pulses. 

The manipulation of different homonuclear spins on the basis of their 
chemical shift differences is made possible by the use of selective pulses. 
Soft pulses have to present a constant response, typically either an ideal 
excitation or a perfect inversion of magnetization, over a given bandwidth, 
without significant frequency-dependent phase distortions, and a minimum 
amount of perturbations outside this chosen bandwidth. The transition re- 
gions, defined as the frequency regions between the bandwidth of constant 
response and the rest of the unperturbed spectrum, should be kept as small 
as possible because the response of the spins in this region is not optimal 
and cannot be controlled. This problem has been partially solved by the 
introduction of various shaped pulses providing a refocalisation within the 
time-course of the pulse. The four families of such pulses considered in 
this work are the Gaussian pulse [1, 15], the Gaussian cascades (G 3 and 
G 4) [16], the B URP pulses [12, 17], and the Quatemions cascades (Q3 and 
Qs) [18], in addition to the rectangular pulse used as a reference. 

2. Selective excitation pulses 

Similarly to non-selective experiments, the first operation needed to perform 
experiments involving selective pulses is the transformation of longitudinal 
order (Zeeman polarization lz) into transverse magnetization (Ix or lv). 
This can be achieved by a selective excitation pulse. The first "successful" 
shaped pulse described in the literature is the Gaussian 90 ~ pulse [1]. This 
analytical function has been chosen because its Fourier transform is also a 
Gaussian. In a first order approximation, the Fourier transform of a time- 
domain envelope can be considered to describe the frequency response 
of the shaped pulse. This amounts to say that the response of the spin 
system to a radio-frequency (rf) pulse is linear. An exact description of the 
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TABLE 1 
Commonly used selective excitation pulses. 

Pulse name Reference Universal Peak rf amplitude/ 
pulse? rectangular 90 ~ a 

Rectangular - Yes 1 
Gaussian 270 ~ [15] Yes 6.7 
Quaternion cascade (QS) [18] Yes 19.3 
E-BURP-1 [12] No 13.7 
E-B URP-2 [ 12] No 17.0 
Gaussian cascade (G 4) [ 16] No 18.2 

a The peak rf amplitude required to achieve optimum excitation with a 
selective excitation pulse is given in comparison to the rf amplitude required 
to achieve an on-resonance 90 ~ flip-angle with a selective rectangular pulse, 
the simplest conceivable shape. 
b The Gaussian pulse is truncated at 2.5% in order to keep its duration finite 
without introducing distortions in the profile; its half-height full width is 
43.5% of its total duration. The flip angle is calibrated to 270 ~ in order to 
use the "self-refocussing" properties of this pulse [15]. 

TABLE 2 
Description of the selectivity of the selective excitation pulses of table 1, all numbers given 

for properly calibrated 30 ms pulses. 

Pulse name rfamplitude Ag-2(95%) AY2(90%) AY2(80%) AY2(70%) 
[Hz] a [Hz] b [Hz] [Hz] [Hz] 

Rectangular 8.3 6 8 10 14 
Gaussian 270 ~ (G l) 54.5 23 28 36 41 
Quaternion cascade (QS) 151.0 176 183 191 198 
E-BURP- 1 113.3 133 141 151 158 
E-BURP-2 141.0 135 143 154 162 
Gaussian cascade (G 4) 154.0 205 217 239 253 

a The rf amplitude given were calibrated by numerical simulation, as described in the text. 
b The bandwidths AY? are given +1 Hz for various percentages, where a percentage des- 
cribes the minimal amplitude of signals within the corresponding bandwidth Ag?. 

f r equency  r e sponse  can be ob ta ined  e i ther  by  so lv ing  the B loch equat ions ,  

or  by  numer i ca l  so lu t ion  o f  the equa t ion  o f  mo t ion  in a s tepwise  fash ion  

to ensure  that  the H a m i l t o n i a n  is t i m e - i n d e p e n d e n t  ove r  the in tegra t ion  

intervals .  M a n y  var iants  o f  se lec t ive  exc i ta t ion  pulses  have  b e e n  desc r ibed  

and only  some  o f  the m o s t  success fu l  are l isted in table  1. 

The  last three  pulses  l is ted in table  1, n a m e l y  the two  E - B U R P s  and 

the G 4, are non -un ive r sa l  pulses  d e s i g n e d  to t ransfer  Z e e m a n  po la r iza t ion  

(Iz) into de tec tab le  t ransverse  m a g n e t i z a t i o n  (Ix or lu), but  not  to ach ieve  

the reverse  opera t ion .  The  c o n v e r s i o n  of  I~ or Iy into Iz can be  a c h i e ve d  

by  us ing  the t ime- reversa l  o f  the cons ide red  pulse  shape.  A n  a l ternat ive  
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consists in using u n i v e r s a l  p u l s e s ,  examples of which are the rectangular 
pulse, the 270 ~ Gaussian, and the Qs, which are all intended to rotate any 

initial condition by an angle of 90 ~ (or 270~ in particular both Iz  into I z  

or 1 u and vice-versa. 
Figure 1 shows the pulse shapes, magnetization components trajectories, 

and excitation profiles for four pulses. The rectangular pulse has the sharpest 

excitation profile for a given duration (bottom left of fig. 1 and table 2), as 
can be seen from the small frequency region effectively excited by the pulse, 
but the response is uniform only over a very limited region. Moreover, broad 
transition regions are perturbed by the rf irradiation, and therefore this pulse 

should not be used for selective excitation. The profile of the 270 ~ Gaussian 
is much better: the peak rf amplitude of 54.5 Hz for a duration of 30 ms 
excites almost uniformly a multiplet of 35 Hz width, while a multiplet of 

50 Hz across requires a somewhat harder pulse of about 20 ms duration. The 
negative excursions in the transition region can become a problem either 
if the spins under scrutiny have a small separation in chemical shifts, or 
if several multiplets must be excited in a band-selective experiment. Under 
these circumstances, one should turn to more efficient pulses with a more 

regular response within the excitation window and which have smaller and 
cleaner transition regions. These advantages are obtained at the expense of 
selectivity, as shown by the broader excitation regions obtained for the same 
duration (bottom row of fig. 1 and table 2), meaning that the required peak 
rf amplitudes for a given duration are higher. The selectivity of the different 

pulses of table 1 for a typical pulse length of 30 ms is described in table 2. 
A X For a system with scalar coupling(s), antiphase terms such as 21 u I z arise 

in the course of the pulse, as shown in fig. 2, which illustrates the creation 
and subsequent disappearance of this term during a 270 ~ Gaussian pulse. 

. . . . .+ 

Fig. 1. Computer simulations of four selective excitation pulses. (Top) Pulse shapes. From 
left to right: 90 ~ rectangular pulse, 270 ~ Gaussian truncated at 2.5%, Quaternion cascade 
Qs, and E-BURP-1. The vertical axis shows the relative rf amplitudes, whereas the horizon- 
tal axis shows the time. (Middle) Trajectories of Cartesian operators in the rotating flame 
during the rf pulses, neglecting relaxation: Ix ( - -  - ) ,  I u ( . . . .  ), and Iz (m). The initial 
density operator was set to cr = Iz in all cases, and the phase of the pulses was set parallel 
to the y axis. (Bottom) Simulated excitation profiles obtained with pulses of 30 ms. The 
cartier frequency was stepped through 500 Hz in 5 Hz increments between Y2A + 250 Hz. No 
phase correction was made within the series. All pulse rf amplitudes were calibrated for a 
30 ms duration: 8.3 Hz amplitude for the 90 ~ rectangular pulse, 54.5 Hz peak amplitude for 
the 270 ~ Gaussian, 151.0 Hz for the Qs, and 113.3 Hz for the E-BURP-1. The simulations 
were achieved using a numerical simulation program based on the Liouville-von Neumann 
equation. The code was developed with MATLAB [25], a data handling program specialized 

in matrix operations and data visualization. 
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Fig. 2. Trajectories of some Cartesian product operators of a two-spin system under a 270 ~ 
Gaussian pulse, I~ ( -  ), I A (. .), I A (m), and A X . . . .  2Iy Iz ( . . . .  ), neglecting relaxation. 
The initial density matrix was a -- I A, the coupling constant JAx -- 7 Hz and the chemical 
shift difference between the two spins AY2 = 500 Hz. The pulse was applied to spin A 
with a duration of 30 ms, amplitude of 54.5 Hz and phase parallel to the y axis. All other 

conditions as in fig. 1. 

Th i s  p h e n o m e n o n  is due  to the  " s e l f - r e f o c u s s i n g "  e f fec t  [15], w h i c h  l e aves  

on ly  a smal l  a m o u n t  o f  a n t i p h a s e  t e r m  at the  e n d  o f  the  pu l se  and  is nec-  

e s s a r y  in e x t e n d e d  spin  s y s t e m s .  All  pu l se s  d e s c r i b e d  in this con t r ibu t ion ,  

e x c e p t  the  r ec tangu la r ,  the  90  ~ G a u s s i a n ,  and  the  180 ~ G a u s s i a n  pu lses ,  

f ea tu re  s o m e  d e g r e e  o f  " s e l f - r e f o c u s s i n g "  effect .  

3. S e l e c t i v e  inversion and refocussing 

F o r  se l ec t ive  i r r ad ia t ions  wi th  a flip ang le  o f  180 ~ one  can  d i s t i n g u i s h  t w o  

g r o u p s  o f  s h a p e d  pu lses :  i n v e r s i o n  p u l s e s ,  w h i c h  c h a n g e  the  s ign  o f  Z e e m a n  

Fig. 3. Numerical simulations of four different selective inversion pulses. (Top) Pulse shapes. 
From left to right: 180 ~ rectangular, 180 ~ Gaussian truncated at 2.5%, Quaternion cascade 
Q3, and I-BURP-2. (Middle) Trajectories of Cartesian operators in the rotating frame during 
rf pulses, neglecting relaxation: Ix ( -  - - ) ,  Iy ( . . . .  ), and Iz (--). The initial density 
operator was set to a = Iz in all cases, and the phases of the pulses were along the v-axis. 
(Bottom) Inversion profiles obtained with pulses of 30 ms followed by a hard "read" pulse 
applied on resonance, phase-cycled + x  with the receiver. The 180 ~ rectangular pulse re- 
quires an rf amplitude of 16.7 Hz, the 180 ~ Gaussian 36.4 Hz, the Quaternion cascade Q3 

110.0 Hz, and the I-BURP2 165.0 Hz. Other conditions as in fig. 1. 
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TABLE 3 
Most commonly used selective inversion and selective refocussing pulses. 

Pulse name Reference Universal Peak rf amplitude/ 
pulse? a rectangular 90 ~ 

Rectangular 180 ~ - Yes 2.0 
Gaussian 180 ~ [ 1 ] Yes 4.8 
Quaternion cascade (Q3) [18] Yes 13.0 
RE-BURP [12] Yes 24.0 
Gaussian cascade (G 3) [16] No 12.1 
I-BURP-1 [12] No 13.9 
I-BURP-2 [12] No 19.9 

a A universal inversion pulse can also be used for selective refocussing. 
b The peak rf amplitude required to achieve optimum inversion with a se- 
lective inversion pulse is given in comparison to the rf amplitude required 
to achieve an on-resonance 90 ~ flip-angle with a selective rectangular pulse, 
the simplest conceivable shape. 

TABLE 4 
Selectivity of the selective inversion pulses of table 3, all numbers given for properly 

calibrated 30 ms pulses. 

Pulse name rf amplitude A~(95%) A~(90%) A~2(80%) A~(70%) 
[Hz] a [Hz] b [Hz] [Hz] [Hz] 

Rectangular 180 ~ 16.7 6 8 10 14 
Gaussian 180 ~ 36.4 9 12 18 22 
Quaternion cascade (Q3) 110.0 91 98 107 114 
RE-BURP 208.0 133 140 149 155 
Gaussian cascade (G 3) 120.0 97 103 112 118 
I-BURP- 1 111.5 135 139 145 150 
I-BURP-2 165.0 135 140 146 151 

a The rf amplitude given were calibrated by numerical simulation, as described in the text. 
b The bandwidths Ag2 are given + 1 Hz for various percentages, where a percentage describes 
the minimal amplitude of signals within the corresponding bandwidth A~. 

polarization, and refocussing pulses, which rotate transverse magnetization. 
Both actions can be realized by universal 180 ~ pulses (table 3), whereas 
non-universal inversion pulses should not be used for selective refocussing. 

Figure 3 shows four selective inversion pulses: a rectangular pulse, a 
180 ~ Gaussian, a Q3, and a I-BURP2. The profiles, shown in the bottom 
row of fig. 3, have been calculated for selective-inversion pulses with a 
duration of 30 ms, followed by a hard rectangular 90 ~ "read" pulse applied 
on resonance and alternated in phase in concert with the receiver. Both the 
rectangular 180 ~ and the 180 ~ Gaussian pulses lack a uniformly inverted 
region in the inversion profiles (fig. 3). The best profiles are obtained for 
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the Quaternion cascade Q3 and for the I-BURP2. Both have a well-behaved 
inversion region and a narrow transition region. The Q3 is 1.5 times more 
selective than the I-BURP2, as illustrated in table 4, and in addition, the 
Q3 is universal whereas the I-BURP-2 is not. For a given pulse duration, 
the two sophisticated pulses are less selective than a 180 ~ Gaussian or a 
rectangular 180 ~ pulse. 

4. Calibration of selective pulses 

Similarly to their non-selective counterparts, selective pulses need to be cal- 
ibrated in order to obtain a reasonable response. This means either varying 
the length of the pulse for a constant rf amplitude, or changing the peak 
rf amplitude for a fixed duration. From an experimental point of view, a 
duration can be precisely adjusted as defining a pulse duration with a ~ts 
precision on a spectrometer is routine, while setting a given intensity, say 
in Hz, is more difficult. But varying an amplitude is preferable as it leads 
to a calibrated pulse with known selectivity. The calibration of selective 
pulses should result from experimental tests carried out on "representative" 
multiplets, i.e., signals with typical relaxation properties of the spin system 
under consideration, similar total multiplet width, same dielectric properties 
of the solution, and identical spectrometer setup. 

The first - and simplest - calibration is for the selective rectangular and 
Gaussian pulses. In both cases, the amplitude of the signal has a sinusoidal 
dependence on the amplitude of the pulse, as can be expected from the 
on-resonance trajectory of the magnetization (middle row of fig. 1 and 
figure 2). It is therefore straightforward to identify the signal amplitude 
values corresponding to 90 ~ 180 ~ and 270 ~ provided the curve is recorded 
completely. The first maximum in signal ampl i tude-  when the rf amplitude 
is increased-  amounts to a on-resonance flip angle of 90 ~ the first zero- 
crossing point to a on-resonance flip angle of 180 ~ and the first minimum 
corresponds to 270 ~ provided a constant phasing is applied to the whole 
series of spectra. 

It is slightly more difficult to calibrate more sophisticated excitation 
pulses such as Gaussian cascades, Quaternion cascades, or BURP pulses: 
the optimum response does not necessarily correspond to a maximum signal 
amplitude, but rather to the most uniform profile in frequency domain. The 
experimental recording of pulse profiles is a time-consuming process, ex- 
cept if one uses a "one-shot" method using pulsed field gradients as recently 
proposed by Decorps and co-workers [19]. Other criteria can be considered 
in order to recognize an optimum response: a signal should have minimal 
antiphase contributions and be close to the maximum signal amplitude. 
To obtain minimal antiphase contributions within the desired region is the 
most important criterion, while a maximum signal amplitude is a secondary 
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2 7 0  ~ G a u s s i a n  

QS 

Fig. 4. Numerical simulations showing the effect of -t-20% miscalibration of the rf amplitudes 
of two selective excitation pulses: (Top) A 270 ~ Gaussian of 30 ms duration (peak amplitudes 
from left to right: 43 Hz, 54 Hz, and 65 Hz) and (Bottom) a Quaternion cascade Q5 of 30 ms 
duration (peak amplitudes from left to fight: 121 Hz, 151 Hz, and 181 Hz). The multiplets 
were obtained by simulating a three-spin system with couplings JAM = 7 Hz, JAX = 12 Hz, 
and JMx = 0 Hz. The vertical axes show a constant arbitrary amplitude, whereas the 

horizontal axis gives the frequencies Y2A + 50 Hz. 

concern. For separated multiplets, the criterion is straightforward, since the 
desired multiplet should be identical to the corresponding multiplet obtained 
in a non-selective one-dimensional spectrum. If signals overlap in the re- 
gion of interest, the peaks within the region of constant response must be 
as similar as possible to the corresponding region in a non-selective one- 
dimensional spectrum. The intensities anomalies originating from phase 
distorsions should be kept to a minimum, and the transition regions should 
exhibit minimal phase distorsions. Figure 4 shows simulated multiplets illus- 
trating the effect of a peak rf amplitude error of +20% for a 270 ~ Gaussian 
and for a Quatemion cascade Qs. As described before, the 270 ~ Gaussian 
pulse has a clear optimum defined almost exclusively by the maximum am- 
plitude of the in-phase term. For the same errors, the Q5 pulse leads to very 
small variations in signal amplitude, but the asymmetrical phase distortions 
are significant. This becomes more crucial in crowded spectra, as can be 
seen in the experimental example shown in fig. 5. The experimental varia- 
tion of the rf amplitude of the band-selective,E-BURP-1 clearly shows that 
the optimum (central multiplet highlighted by an arrow) is not obtained for 
maximal signal amplitude, but for minimal phase distorsions. 
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15 I I I I I 
ppm 8. 8.0 7.5 7,0 6!5 6.0 5.5 

? 
Fig. 5. Experimental calibration of a 15 ms E-BURP-1 around the optimum amplitude value 
on a DMX300. (Top) Excerpt of the one-dimensional spectrum of BPTI. (Bottom) Same 
region centered around 7 ppm excited by a 15 ms E-BURP-1 with amplitudes increasing 
from left to fight by 1 dB steps. The optimum is located at the intermediate value (determined 

by smaller amplitude steps, typically of 0.1 dB). 

Computer  simulations allow one to calculate the ideal rf amplitude ul 
[Hz] needed for a pulse of duration ~- on the basis of the chosen selec- 
tivity. In order to experimentally apply an amplitude Ul, one can calibrate 
a rectangular pulse with a duration 7"cali b = 1/(4Ul) Is] to a 90 ~ flip an- 
gle and subsequently use this value as a starting point to optimize the 
shaped pulse according to the above mentioned criteria, i.e., obtaining a 
minimal amount of phase dispersion. For example, if one wants to cali- 
brate a 30 ms Qs, computer simulations show that the opt imum amplitude 
has to be 151.0 Hz (table 2). By applying a rectangular pulse of duration 
1/(4 • 151.0 Hz) -- 1.656 ms and calibrating the 90 ~ nutation angle as de- 
scribed above, the rf amplitude value on the spectrometer should be nearly 
identical as the one required by the 30 ms Qs. 

Inversion pulses can be calibrated either by the crude method which 
consists of applying the pulse to an isolated multiplet and searching the 
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zero-crossing point by variation of the rf amplitude, or in a more satis- 
factory manner by using a selective inversion pulse directly followed by a 
non-selective 90 ~ excitation pulse alternated in phase together with the re- 
ceiver phase. This leads to a normal one-dimensional spectrum, except that 
the chosen multiplet should tend towards a minimum of phase distorsions 
and maximum negative signal when the calibration is optimal, similarly to 
the discussion concerning selective excitation pulses. This procedure avoids 
miscalibrations due to an erroneous estimation of the amplitude of the resid- 
ual signal. 

5. Relaxation during selective pulses 

Selective pulses are of finite durations and contrarily to "infinitely" short 
hard pulses, transverse and longitudinal relaxation occur during the pulses. 

Z 

X 

Y 

Fig. 6. Simulation of the effect of longitudinal and transverse relaxation during a 30 ms 
selective inversion Q3 pulse. The trajectories are shown on a Bloch sphere and in the 
rotating frame: relaxation "off" (- - -), and relaxation "on" (m) described by a T1 and a 
T2 chosen for the sake of illustration. Circles have been drawn on the trajectory at equal 
intervals of 2 ms. Both curve begin along the + z  axis and the stars (,)  depict the end of 

the trajectories, along the - z  axis. 
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Figure 6 illustrates the loss in magnetization in the course of a selective 
inversion Q3 pulse. The dashed line starting from the +z  axis down to - z ,  
back up to +z  and finally - z  (represented by the lower �9 at the end of the 
trajectory), shows the trajectory with no relaxation. When both a transverse 
(T2) and longitudinal relaxation (T1) are assumed, the trajectory changes, 
as illustrated by the full line. The final result is a reduction of the intensity 
of the inverted signal (upper �9 along -z ) .  Although the selective pulses 
have not been originally optimized with relaxation properties taken into 
account [12, 15, 16, 18], more recent work by Lerner and co-workers [20- 
22] and by Nuzillard and Freeman [23] attempt to tackle these effects. The 
approach taken here consist in using existing pulses and take their relaxation 
properties into account depending on the experiment under consideration. 
In most experiments at the exclusion of relaxation measurements, relaxation 
during selective pulses will just act as a loss of signal that can be assessed 
between different pulse shapes. In the case of relaxation measurements, 
these effects are to be taken into account quantitatively, and in this case, 
relaxation-compensated pulse shapes offer no improvement. 

6. Conclusions 

To summarize the analysis of the various shaped pulses presented in this 
contribution, the following points can be formulated: 

1) 

2) 

The properties of a pulse have to be evaluated by applying the pulse 
directly to the spin system under study in order to account for pa- 
rameters such as multiplet width, relaxation, sample properties, and 
setup and behavior of the spectrometer. This practical approach can 
be supported by numerical simulations, especially for complicated 
shapes. 
For selective excitation, the 270 ~ Gaussian pulse offers the best ra- 
tio of selectivity versus duration and its excitation profile is gen- 
erally sufficiently fiat for typical multiplets to be excited in a sat- 
isfactory fashion. The requirement of a short duration is often so 
critical that it overwhelms arguments about the top-hat profile and 
the transition regions, especially when the emphasis is on fast re- 
laxing spins such as in macromolecules and chemically exchanging 
systems. The 270 ~ Gaussian pulse is also the easiest one to cali- 
brate, and it is a universal pulse. The only restriction lies in the fre- 
quency domain response which has undesired "wiggles" outside the 
desired bandwidth (fig. 1). Generally, these have a negligible effect 
if the selectivity - i.e., the length of the p u l s e -  is chosen - appropri- 
ately. 
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3) Better profiles may sometimes be needed, in which case an E- 
BURP-1 is recommended, particularly for band-selective experiments. 
The calibration is relatively easy and very narrow transition re- 
gions are very useful (fig. 1). If a universal pulse is needed, the 
E-BURP-1 may either be replaced by a Q5 pulse, or if only a 
conversion of I~ or Iy into I~ is required, by a time-reversed 
E-BURP-1. 

4) For selective inversion or refocussing, a universal Q3 pulse is a good 
choice. In cases where singlets are to be inverted and where relax- 
ation or exchange during pulses is critical, one may need to use a 
180 ~ Gaussian pulse which is the shortest selective inversion pulse 
available [24]. 
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Abstract 

A solution to improve the overall efficiency of selective 1D and 2D ex- 
periments is described and demonstrated. It is based on the principle of 
multiple selective excitation with subsequent data processing to disentangle 
the superimposed responses of the selectively and simultaneously excited 
spin systems. Several inherent insensitive and correspondingly modified 
experiments are presented together with typical applications. 

1. Introduction 

The popularity of high resolution NMR has many reasons and is mainly 
based on its ability to detect and measure a variety of weak interactions be- 
tween nuclei, forming a rich source of information about the structures and 
conformations of molecules in solution. Among the various technical de- 
velopments of the last years, the introduction of frequency selective pulses 
to selectively excite or perturb the spins resonating within one or several 
narrow spectral regions and their incorporation into a series of pulse exper- 
iments has at least partly revolutionized today's NMR and has opened new 
perspectives. Selective excitation of nuclear spins, however, is not a novelty 
and has been applied since the first days of NMR spectroscopy. The first 
continuous wave (CW-) NMR spectrometers used selective excitation to 
record 1H-, 19F- and 31p-spectra. The frequency of a narrow band radiofre- 
quency source was either held constant (field sweep type spectrometers) or 
was continuously increased or decreased (frequency sweep type spectrome- 
ters) thereby scanning the corresponding spectral region and exciting spins 
at different resonance frequencies selectively, one after the other. Today 
selective continuous wave (CW) excitation has survived in a few double 
resonance experiments, with the 1D decoupling experiment and the 1D 
NOE experiment representing the most popular ones. 

Structural problems subject to an NMR analysis may be subdivided into 
two main classes. The solution of part of the problems necessitates a max- 
imum of structural information, including the spectral parameters of all the 
nuclei of the investigated molecule. Typical representatives of this kind 
of problems are the conformational analysis of biomolecules or the eluci- 
dation of the unknown structure of an isolated natural product by NMR 
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methods. Such problems are probably best and most efficiently solved by 
the application of adequate multidimensional NMR experiments, yielding 
all the necessary information to establish and characterize the full spin-spin 
interaction network in one single experimental step. 

For other problems the constitution of the corresponding molecule is well 
known and the investigator's interest is focused to one or only a few lo- 
cal structural regions, i.e., to obtain relative configurations or to determine 
the conformational or dynamic behaviour within this/these structural frag- 
ment(s). It is usually sufficient to acquire data of nuclei located within these 
structural regions and to study the corresponding interactions between typi- 
cally a few rather than all the nuclei of a molecule. As a consequence of the 
limited amount of information it is, however, important in such cases to get 
the corresponding parameters as accurate as possible and within reasonable 
measuring time. For this kind of problems one usually applies selective 1D 
instead of 2D experiments, since they yield NMR data of higher quality, 
mainly due to a higher digital resolution, within shorter measuring time and 
with less wasting valuable disk storage space. It is therefore this class of 
problems which takes best advantage of new developments with the design 
of selective pulses and their incorporation in pulse sequences. 

Frequency selective low-power pulses were developed to overcome the 
strong limitations and the disadvantages of selective excitation using the 
continuous wave method and to enlarge the range of applications. They 
form the last member in the chain of developments for selective excitation 
methods using pulses rather than continuous irradiation. It seems that with 
the availability of the corresponding hard- and software, with the easy set- 
up of the corresponding experiments on modem NMR spectrometers and 
with the high potential of applications, frequency selective pulses more 
and more displace the DANTE [1] methods originally introduced as the 
first pulse alternative, using trains of hard, non-selective, rather than single 
low-power pulses for selective excitation. Frequency selective pulses have 
meanwhile been incorporated in many 1D and 2D homo- and heteronuclear 
experiments and have been applied as single pulses, as pulse-sandwiches 
or very recently as trains of selective pulses, i.e., to perform broadband 
decoupling under even more power sparing conditions as needed at the 
highest magnetic fields. 

There exists meanwhile a variety of frequency selective experiments still 
using the conventional CW irradiation as the 1D NOE experiment, or "up- 
graded" with one or more selective pulses, as the 1D TOCSY or the 1D 
COSY experiment. These experiments and their many variants are probably 
the best choice in such cases as long as the response of a spin system to 
the perturbation of only one single spin or one single group of equivalent 
spins is of interest. If, however, and this is the most common situation, in- 
formations on several rather than only one spin-spin interaction is needed, 
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these single selective experiments are hampered by their inherent low effi- 
ciency. In such situations the corresponding single selective experiment has 
to be repeated several times, with the spin selected for selective perturbation 
changed from experiment to experiment, giving longer measuring time. 

In this contribution a n d -  in more detail - in the corresponding publi- 
cations [2-6], a solution to overcome this problem and to at least partially 
improve the overall efficiency of frequency selective experiments is pre- 
sented. This solution is based on the principle of multiple selective exci- 
tation combined with spectral editing. It is a modification to "up-grade" 
existing but inherently insensitive standard experiments, including the se- 
lective 1D TOCSY experiment, the selective 1D heteronuclear NOE ex- 
periment, the selective 1D INADEQUATE experiment or the selective 1D 
heteronuclear long-range COSY experiment, with the latter dedicated to 
detect heteronuclear spin-spin connectivities through two or more bonds. 
Furthermore the same principle has been applied in a modified selective 2D 
TOCSY-COSY experiment, and in a selective 2D HMBC experiment. 

These experiments fill the gap between the non-efficient single selective 
experiments and in some sense the "over-killing" 2D experiments, produc- 
ing a huge amount of mainly non-exploited informations. They circumvent 
the problem with 2D experiments to be either too time consuming when 
yielding the data at equal quality or to yield data of unacceptable quality 
within short measuring time. 

In the first part of this contribution the general principle of multiple fre- 
quency selective excitation is explained, followed by a short presentation 
of correspondingly "updated" selective 1D and 2D pulse sequences and 
by a few applications and results for demonstration. The contribution con- 
cludes with a critical discussion of advantages and limitations for this kind 
of experiments and the perspectives for further developments. Readers in- 
terested in a more detailed description and in experimental details such as 
spectrometer settings are referred to the corresponding publications [2-6]. 

2. The principle of multiple selective excitation 

The basic principle common to all the above mentioned selective experi- 
ments is the selective and more or less simultaneous perturbation of not only 
one but of several predefined spins with different resonance frequencies or 
of groups of spins each resonating within a narrow spectral region. This may 
be achieved by single selective pulses each tuned to a selected frequency 
and either applied as a series of pulses one after the other, using the same 
transmitter channel, or applied simultaneously using different channels of 
the spectrometer. As a promising but in this context not yet tested alterna- 
tive, the selective perturbation of several spins could also be achieved by a 
single multiselective pulse designed accordingly. Due to former hardware 
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and software limitations of our spectrometer either DANTE [ 1 ] pulse trains 
or series of single selective pulses have been applied. Very recently a mod- 
ified 2D HMBC experiment has been performed on our new spectrometer 
with the simultaneous application of single selective pulses on different 
transmitter channels. 

The simultaneous and selective perturbation of several selected spins 
leads in the course of the pulse sequence to a perturbation of coupled spins 
and finally to a superposition of responses of the corresponding coupled 
spin systems. To disentangle these individual, superimposed responses the 
modified experiment must be performed several times with the data stored 
separately and with the individual responses labeled uniquely and differently 
for each of the subexperiments. This allows to correlate each response 
with the corresponding coupled spin system and allows to finally calculate 
subspectra by simple linear combinations of the separately stored data sets. 
These calculated subspectra correspond to the spectra acquired with the 
basic single selective experiment. To compare one of these subspectra with 
the corresponding spectrum of the basic single selective experiment, the 
total measuring time for the multiple selective and the basic single selective 
experiment must be the same, of course. This is accomplished by simply 
reducing the number of scans for each of the subexperiments in the modified 
variant accordingly. 

Properties of the selective pulses are used therefore twofold in such ex- 
periments. Firstly, a selective pulse selectively perturbs the selected spin 
and the perturbation is distributed in the course of the experiment among 
the coupled spins, depending on the type of coupling (scalar, dipolar) and 
depending on the type of exchange mechanism (polarization transfer, cross 
polarization or cross relaxation). Secondly, the phase (selective 90 ~ pulse) 
or the frequency (selective 180 ~ pulse) of the selective pulse serve to label 
the response of both the selected and the residual coupled spins as positive 
or negative. 

As an example and to clarify the principle, the acquisition and the pro- 
cessing schemes for the modified heteronuclear inverse detected 1D COSY 
experiment (pulse sequence IVa in fig. !) are shown below (tables 1 and 2). 

In this experiment a series of selective 180 ~ pulses serves to individually 
label selected carbon spins prior to the series of 13C- and 1H-pulses used 
for refocusing and polarization transfer. Therefore the frequency of any of 
these initial 180 ~ pulses is set either on-resonance to the resonance of car- 
bon i (fi), or set off-resonance (foff-res.), which simply inverts (label - )  or 
not inverts (label +) the corresponding spin polarization respectively. In the 
example below three target spins with resonance frequencies fl, f2 and f3 
are chosen. A series of three selective pulses has to be applied and at least 
four experiments have to be performed with the frequencies of the selected 
pulses set as shown in the acquisition scheme below and four separately 
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TABLE 1 
Acquisition scheme for the multiple selective heteronuclear inverse detected 1D 
COSY experiment. Four experiments have to be performed with 3 carbon res- 
onances selected for selective perturbation. The frequencies are set either on- 

resonance (fl, f2, f3) or off-resonance to the selected resonance frequencies. 
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Experiment Frequency of Frequency of Frequency of Data 
selective Pulse 1 selective Pulse 2 selective Pulse 3 

1 fl f2 f3 a 

2 fl Lff-res. Lff-res. b 
3 foff-~e~ f2 foff-~e~ C 
4 foff-res, foff-res, f3 d 

TABLE 2 
Processing scheme for the multiple selective heteronuclear inverse de- 
tected 1D COSY experiment. The final spectra A, B, C corresponding 
to the selective perturbation of three carbons resonating at frequencies 
fl, f2, and f3 are obtained by linear combination of the original data a, 
b, c and d acquired in accordance with the acquisition scheme (table 1). 

Processing step Data a Data b Data c Data d Spectrum 

1 - - + + A 

2 - + - + B 
3 - + + - C 

stored data sets a, b, c and d are obtained. If for the basic inverse 1D het- 
eronuclear COSY experiment  NS scans are acquired, then NS/4 scans must  
be used in this case for each of the subexper iments  to compare the results 
of  the two experiments on the basis of equal total-measuring time. The four 
data sets a -d  are l inear ly combined in three different ways as outlined in 
the processing scheme above (processing steps 1-3) and allow to calculate 
the corresponding subspectra A, B and C. These schemes may easily be 

expanded accordingly, if more target spins to be selectively perturbed have 
been selected. 

3 .  P u l s e  s e q u e n c e s  

The principle of multiple selective excitation ha s  been incorporated into 
a few 1D and 2D experiments,  the schemes of which are shown below 
(fig. 1). Depending on the experiment,  either a D A N T E  pulse train (1D 
T O C S Y  [2]), frequency selective 180 ~ pulses (1D NOE [3], 1D INADE- 
QUATE [4], 1D C/H COSY [5] and 2D TOCSY-COSY [6]) or frequency 

selective 90 ~ pulses (2D H M B C  [11 ]) are applied to selectively perturb and 
uniquely label selected spins. Besides the D A N T E  "pulse", composed itself 
of a series of non-selective rectangular pulses, Gaussian-shaped 180 ~ and 
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Fig. 1. Pulse sequences modified for multiple selective excitation. I: 1D TOCSY, II: het- 
eronuclear 1D NOE, III: 1D INADEQUATE, IVa: heteronuclear 1D COSY (optimized to 
detect ~JcH), IVb: heteronuclear 1D COSY (optimized to detect ~JcH), V: 2D TOCSY- 
COSY, Via: 2D HMBC (designed to detect heteronuclear long-range couplings ~ Jca only), 
VIb: 2D HMBC (extended pulse sequence to detect both heteronuclear long-range n JcH and 

one-bond 1JcH couplings). 

TOPHAT-shaped 90 ~ pulses are used in other cases as the best compromise 
with respect to the excitation profile, the phase homogeneity and length. 
Depending on the type of the detected spin-spin interaction - being either 
scalar or dipolar coupling - e a c h  selected spin is initially perturbed only 
once (1D TOCSY, 1D INADEQUATE, 1D C/H COSY, 2D TOCSY-COSY 
and 2D HMBC), or for several times (1D NOE). With each of the selected 
spins initially perturbed only once the inherently smaller transient NOEs 
would be detected in the latter case, whereas with the multiple excitation 
of a selected spin within the NOE build-up period the stronger steady-state 
NOEs are more or less approximated. 

The use of selective 180 ~ pulses at the beginning of the pulse sequence 
to initially perturb the spins is not a necessity and other possibilities exist. 
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They could well be replaced today by a single multiselective 90 ~ or 180 ~ 
pulse somewhere in the pulse sequence leading to probably superior variants 
as demonstrated with the modified 2D HMBC experiment. Former hardware 
and software limitations, however, forced us to use the variant with initially 
applied trains of selective 180 ~ pulses. 

4. Applications and results 

The modified pulse sequences have been applied to several compounds with 
the corresponding structures shown in fig. 2. 

4.1. 1D TOCSY [2] 

The TOCSY or HOHAHA experiments have proved to be a valuable tool in 
the case of molecules composed of a series of coupled spin systems isolated 
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from each other to evaluate coupling networks. This kind of isolated spin 
systems is most common in biomolecules, i.e., polysaccharides, polypep- 
tides and polynucleotides. The experiments are based on the concept of spin 
propagation via a homonuclear Hartmann-Hahn coherence transfer process. 
Two variants of the basic experiment are in use, with the application of a 
selective 180 ~ pulse set on- and off-resonance in two subsequent experi- 
ments - the TOCSY spectrum is calculated from the difference of the two 
data sets - or more simply with the application of a selective 90 ~ pulse set 
on resonance in a single experiment. The results of these two variants with 
respect to sensitivity are the same. 

We had to use the first variant (pulse scheme I in fig. 1) for the modified 
multiple selective experiment with a series of selective 180 ~ DANTE pulse 
trains, since our spectrometer was not yet equipped with pulse shaping hard- 
and software at that time. It is important to note, that for the 90~ a 
single multiselective 90 ~ pulse rather than a series of single selective 90 ~ 
pulses must be used in order to circumvent severe phasing and sensitivity 
problems. Following the general acquisition scheme shown above 2 N-1 
experiments have to be performed for N selected target spins, with the 
frequencies fi for the N selective 180 ~ pulses set either on- or off-resonance 
accordingly. 
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Fig. 3. (a) Comparison of subspectra A and A' as obtained from equal number of scans within 
the same total measuring time with the modified and the basic experiment respectively. 

Following the general processing scheme shown above _N spectra are 
calculated, corresponding to the 1D TOCSY spectra, measured with the 
basic single selective experiment. Whereas with this basic 1D TOCSY ex- 
periment only one of the spectra is acquired, all N subspectra are obtained 
within the same total measuring time with pulse sequence I, modified for 
multiple selective excitation. In accordance to theory and confirmed experi- 
mentally the same signal-to-noise ratios are measured with the modified and 
the basic pulse sequences, as long as relaxation may be neglected. How- 
ever, longitudinal relaxation processes, being effective in the preparation 
period, affect the amount of z-polarization of those spins initially inverted 
by a selective 180 ~ pulse. This subsequently decreases the overall sensitiv- 
ity and sets an upper limit to the number N of target spins to be selectively 
perturbed. 

As an example the three subspectra of a carbohydrate 1 (peracetylated 
triglucose) obtained with the modified pulse sequence I and with the fre- 
quencies of the selective 180 ~ pulses adjusted to the frequencies of the three 
anomeric protons 1A, 1B and 1C are shown in fig. 3(b). One of these spec- 
tra is compared with the corresponding spectrum measured within exactly 
the same total measuring time with the basic single selective 1D TOCSY 
experiment (fig. 3(a)). 
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Fig. 3. (Continued) (b) Spectrum of peracetylated triglucose 1 dissolved in CDC13 (bot- 
tom) and 1D TOCSY spectra A, B and C of the corresponding three glucose subunits, 

simultaneously acquired with pulse sequence I. 

These spectra demonstrate that with the multiselective method a clean 
separation of the subspectra of the three independent spin systems may be 
achieved. They furthermore prove t h a t -  compared to the basic 1D TOCSY 
experiment-  spectra of the same quality with respect to the suppression of 
residual signals originating from the other spin systems and with respect to 
the signal-to-noise ratios can be measured. 

4.2. 1D heteronuclear NOE [3] 

Heteronuclear NOE experiments yield additional, but due to their inherent 
low sensitivity only sparsely exploited information on molecular structures. 
They are most useful to unravel structural features in the vicinity of quater- 
nary carbons often behaving as barriers when exposed to standard routine 
experiments dedicated to evaluate coupling networks. Heteronuclear NOE 
d a t a -  in some sense complementary to the data from heteronuclear long- 
range couplings - are based on dipolar spin-spin interactions and strongly 
depend on internuclear distances. In contrast to the sometimes similar 2 JCH 
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and 3 JCH coupling constants no ambiguities arise. The major problem with 
heteronuclear NOE experiments, however, is their sensitivity, since insensi- 
tive and less abundant nuclei with relatively long T1 values for quaternary 
centers are measured. 

We have implemented the principle of multiple selective excitation (pulse 
sequence I! in fig. 1) thereby replacing the low-power CW irradiation in the 
preparation period of the basic 1D experiment by a series of selective 180 ~ 
pulses. The whole series of selective pulses at frequencies fl,  f2, . . . ,  f~ is 
applied for several times in the NOE build-up period to achieve sequential 
saturation of the selected protons. Compared with the basic heteronuclear 
1D experiment, in this new variant the sensitivity is improved by the com- 
bined application of sequential, selective pulses and the more efficient data 
accumulation scheme. Quantitation of NOEs is no longer straightforward 
since neither pure steady-state nor pure transient effects are measured and 
since cross-relaxation in a multi-spin system after perturbation of a single 
proton (as in the basic experiment) or of several protons (as in the pro- 
posed variant) differs. These attributes make this modified experiment most 
suitable for the qualitative recognition of heteronuclear dipole-dipole inter- 
actions rather than for a quantitative evaluation of the corresponding effects. 

The improved pulse sequence was applied to correlate the signals of 
each of the quaternary carbons of compound 2 with the resonances of the 
the closely spaced methyl and amino protons. The resulting connections of 
chemical shifts served to overcome e JcH-, 3JcH- ambiguities left in the 
long-range J-correlated COLOC and FLOCK spectra and allowed, together 
with other data, to assign all proton and carbon resonances unequivocally. 
The modified experiment was performed three times with different numbers 
of simultaneously saturated protons, providing three series of NOE spectra 
(fig. 4 series a, b and c). In the first experiment the protons of one of 
five selected methyl groups were saturated by a series of 180 ~ pulses. The 
experiment- it corresponds to the basic scheme with a series of selective 
180 ~ pulses rather than CW-irradiation at one single frequency - had to be 
repeated six times including an experiment with the decoupler frequency 
set off-resonance giving the NOE difference spectra shown in series a. This 
data served as a standard for comparison with the data correspondingly 
obtained with the two other experiments with simultaneous saturation of 5 
(series b) and 10 (series c) protons. For the second experiment five of the 
six methyl signals and for the third experiment all the six methyl and four 
of the five amine signals of compound 2 were selected for simultaneous 
saturation. 

The results may be summarized as follows. The NOE responses, obtained 
with the second and the third experiment with the simultaneous saturation 
of 5 and 10 resonances, respectively, agree with the results of the first 
(reference) experiment, if compared on a qualitative level. The results prove 
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Fig. 4. ~3C spectrum showing the three quaternary carbons C1, C2 and C3 of compound 2 
dissolved in CD3CN (bottom) and heteronuclear NOE spectra simultaneously acquired with 
pulse sequence II. Three data blocks a, b and c corresponding to three experiments with the 
number N of proton resonances selected for simultaneous saturation set to 1 (a), 5 (b) and 
10 (c) are depicted. Five spectra with the initial saturation of protons 3', 1', 1" 3" and 2' are 
presented. The additional five NOE difference spectra acquired in case c, with the irradiation 
of the sixth methyl and of four NH (NH2) proton resonances are not shown. (Continued on 

subsequent pages) 
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Fig. 4. (Continued) 

that substantial gains in measuring times can indeed be obtained. Whereas 
with the first experiment only one NOE spectrum could be acquired, five 
and ten NOE spectra with the given quality were obtained with the second 
and the third experiment, respectively, within the same total measuring 
time. It is obvious, however, and in full agreement with theory that each 
NOE decays if the number of simultaneously saturated protons is increased. 
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Fig. 4. (Continued) 

Furthermore it could be shown that this decay of carbon signal intensity 
depends on the T1 of the correspondingly saturated proton and is most 
pronounced for short proton T1 values. 

4.3. 1D INADEQUATE [41 

Detailed structural information about the carbon skeleton of molecules, such 
as connectivities, bond orders and dihedral angles, can be derived from one- 
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bond and long-range carbon-carbon coupling constants. The inherent low 
sensitivity of such experiments if applied to 13C non-enriched samples, 
and the problems associated with the strong residual central signals of the 
correspondingly single labeled isotopomer, which particularly affects the 
measurement of carbon-carbon long-range couplings, drastically confines 
the range of their application. Two ways have recently been proposed to im- 
prove the inherent low sensitivity of these experiments. The initial heteronu- 
clear polarization transfer takes advantage of the higher proton polarization 
and the usually shorter proton longitudinal relaxation time, which allows to 
use shorter intervals between subsequent scans. The final polarization trans- 
fer as applied in inverse INADEQUATE experiments takes advantage of the 
higher sensitivity of proton detection as generally incorporated in inverse 
techniques. Both of these improvements are restricted, however, to cases in 
which at least one of the coupled carbon nuclei is directly bound to protons. 
The corresponding experiments do not allow the measurement of coupling 
constants between quaternary carbons. Further, i f  highly accurate carbon- 
carbon one-bond o r -  even more demanding-  carbon-carbon long-range 
coupling constants are of interest, neither the basic 2D INADEQUATE nor 
the sensitivity enhanced inverse techniques with final proton detection are 
of advantage. 2D techniques suffer from their usually low digital resolution 
and the evaluation of carbon-carbon coupling constants from the corre- 
sponding proton spectra obtained with inverse techniques with additional 
homo- and heteronuclear spin-spin interactions is certainly not straightfor- 
ward. A selective 1D INADEQUATE experiment (SELINQUATE [7]) has 
been proposed, which allows to detect carbon-carbon connectivities and to 
measure accurately the corresponding coupling constants. It  suffers, how- 
ever, from its low efficiency if the connectivities and coupling constants of 
not a single but of a few carbons are of interest. Furthermore the 90 ~ selec- 
tive pulse used in this experiment shows an unfavourable excitation profile 
and its phase must be adjusted carefully relative to the phase of the non- 
selective pulses in the sequence. We incorporated the principle of multiple 
selective excitation into the basic selective 1D INADEQUATE experiment 
(pulse sequence III in fig. 1). Instead of the final selective 90 ~ pulse we 
applied a series of selective 180 ~ pulses in the preparation period for the 
reasons mentioned above. To reduce relaxation losses and to achieve the 
highest sensitivity the selective pulses are set as short as possible. On the 
other hand they are set as long as possible to be selective, but still short 
enough to fully affect the two carbon satellite signals caused by carbon- 
carbon couplings. Gaussian 180 ~ pulses offer the best compromise for this 
purpose and have the advantage that no phase adjustments with respect to 
the phases of the hard pulses are necessary. In this version and compared 
with the normal INADEQUATE or the single selective SELINQUATE ex- 
periment, only half of the signal intensity can be obtained. This inherent 
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handicap, however, is compensated for and converted into increased overall 
sensitivity if the number of target carbons is increased. 

The improved pulse sequence was applied to cembrene 3 to obtain 
carbon-carbon connectivity information and the corresponding one-bond 
and long-range coupling constants. Therefore the parameters of the exper- 
iment were adjusted to detect one-bond and long-range coupling constants 
within the same experiment. Figure 5a shows the selective INADEQUATE 
spectra obtained with the experiment modified for multiple selective ex- 
citation. Figure 5b demonstrates the comparison of corresponding results 
obtained within exactly the same total measuring times with the basic non- 
selective (left) and the modified (right) experiment. 

The spectra in fig. 5a demonstrate that both one-bond and long-range 
connectivities and the corresponding coupling constants can be measured 
at the same time. Figure 5b shows that, in agreement with theory, only half 
of the intensity with respect to the basic experiment is obtained with the 
modified version and, more interestingly, that the additional loss of sensitiv- 
ity caused by relaxation is extremely small. Furthermore, fig. 5b shows the 
almost perfect suppression of the unwanted central signals obtained with the 
modified experiment, which is especially useful when measuring long-range 
coupling constants. This high suppression degree must be attributed to the 
"cleaning effect" generally observed for double difference techniques, used 
in the final data processing with multiple selective excitation. These long- 
range coupling constants are usually not accessible in the spectra of the 
basic INADEQUATE experiment owing to the superposition of all the 13C 
satellites in the vicinity of the main isotopomer signal and to the overlap 
with the residual center signal itself. 

4.4. 1D C/H-COSY [5] 

Correlations between protons and carbons have profound importance for 
structural elucidation of organic molecules. Whereas the knowledge of  di' 
rect connectivities is essential for unambiguous resonance assignments of 
CH~ fragments, heteronuclear long-range couplings are used to connect 
these fragments within the molecule, to assign the resonances of quaternary 
carbons, and, most important, to deduce stereochemical information. If, as 
outlined before, the knowledge of a few spin-spin interactions suffices for 
structure elucidation, heteronuclear 1D shift-correlation experiments can 
be performed. For the task of detecting and quantifying proton-carbon 
couplings over one or more bonds, one-dimensional frequency selective 
analogues of inverse-detected 2D shift correlation methods have been de- 
signed [8, 9], which show quite satisfying results. They suffer, however, 
from their low efficiency, especially for a greater number of selected spins, 
as the individual excitations must be performed in separate experiments 
one after the other. We have developed two basic sequences, with the con- 
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Fig. 5b. Comparison of the results obtained with the basic (left) and the multiple selective 
(fight) INADEQUATE experiment. The signals of C- 10, C- 16, C- 17 and C- 18 are shown and 
are compared with the responses measured with the modified experiment after perturbation 

of C-15. Corresponding satellite signals are connected by horizontal lines. 

cept of multiple selective excitation incorporated, adapted to evaluate either 
heteronuclear one-bond (pulse sequence IVa in fig. 1) or heteronuclear long- 
range couplings (pulse sequence IVb in fig. 1), respectively. Selectively la- 
beled carbon magnetization is transferred to protons by polarization transfer 
either via 1JcH or n JcH couplings. Broadband proton decoupling is used 
while a train of selective 180 ~ Gaussian shaped pulses is applied. Two ver- 
sions with/without an initial INEPT part exist. We further combined both 
versions of sequence IVa with a subsequent COSY or TOCSY transfer 
to enlarge the connectivity region around the selected carbons. Whereas 
for sequence IVb (long-range couplings) proton antiphase magnetization is 
detected, in-phase proton magnetization may be detected as well with se- 
quence IVa (one-bond coupling), if an additional delay is introduced. This 
allows to acquire the proton signal with concomitant carbon broadband de- 
coupling thereby simplifying the spectra and increasing the sensitivity. The 
various delays in both sequences must carefully be adjusted to the expected 
coupling constant values and the influence of carbon multiplicities must be 
taken into account. Suppression of unwanted central signals is managed, on 
the one hand by phase cycling and, most effectively, by the application of 
purge pulses. 

A solution of cinnamic aldehyde 4 was used to test the two pulse se- 
quences, the results of which are shown in fig. 6. Three frequencies were 
selected to simultaneously perturb C1, C3 and C7 for experiment IVa and 
C1, C4 and C7 for experiment IVb to correlate directly and long-range 
coupled spins respectively. To minimize a decrease in sensitivity due to re- 
laxation effects during the pulse cascade, the frequencies in the pulse train 
were ordered according to their estimated spin-lattice relaxation times. The 
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Fig. 6. Spectra of cinnamic aldehyde 4 dissolved in CDC13 and obtained with the heteronu- 
clear multiple selective COSY experiments. (a) Spectra acquired with pulse sequence IVa 
dedicated to detect and measure 1JcH connectivities after selective perturbation of carbons 
C7, C3 and C1. Spurious TOCSY peaks caused by short purge pulses (not shown in fig. 1) 
are marked with an asterisk. (b) Spectra acquired with pulse sequence IVb dedicated to 
detect and measure "JcH connectivities after selective perturbation of carbons C-7, C-1 and 

C-4. Normal ~H spectra at the bottom. 

delays for coupling evolution were adjusted to averages of values expected 
for the invest igated compound.  

Looking at the series of subspectra obtained with both sequences,  the 
perfect  suppression of central signals is noticeable. This must  be attributed 
on the one hand to the highly effective combinat ion of proton broadband 
decoupling,  the purge pulses and phase cycling and on the other hand  to 
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Fig. 6. (Continued) 

the "cleaning effect" of double difference techniques, as subsequently ap- 
plied with multiple selective excitation, when processing the acquired data. 
Most of the small residual signals (marked with an asterisk) observed with 
sequence IVa originate from partial TOCSY transfer induced by one of the 
purge pulses, which acts as short spin lock pulses. If experiment IVb is 
applied to C1 and C7, the expected long-range responses appear in pure 
antiphase mode and almost unperturbed by residual central signals. For the 
quaternary carbon C4, no response was obtained under these experimental 
conditions, mainly because of its long T1 value. Compared to the experimen- 
tal results obtained with the single selective SELINCOR [8] and the single 
selective HMBC [9] experiment (not shown), performed with the same ac- 
quisition parameters within the same total measuring time and selectively 
exciting the same carbon resonances, almost the same signal-to-noise ratios 
were obtained throughout. Deviations are negligibly small with both exper- 
iments and are more than compensated by the fact that within the same 
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total measuring time not only one, as with the basic sequences, but in this 
case three subspectra are obtained with the multiple selective methods. The 
gain in sensitivity increases with the number of carbon targets exposed to 
the train of selective pulses. However, as with the other multiple selective 
experiments, an upper limit for the number of "simultaneously" inverted 
carbon resonances is given due to relaxation effects. Starting with carbon 
evolution has two main consequences: The influence of proton-proton cou- 
plings on the intensity of the detected proton signal, most troublesome for 
the determination of heteronuclear long-range couplings, may be neglected, 
but sensitivity is lost by a factor of 2 and 3 for CH2 and CH3 groups, 
respectively, compared to the corresponding pulse sequences starting with 
proton evolution. 

4.5. 2D TOCSY/COSY [6] 

Among the multidimensional techniques for assignment of proton reso- 
nances, the recently proposed 3D HOHAHA-COSY experiment [10] is most 
promising and useful since it combines the advantages of two techniques 
designed for selective detection of spin subsystems (HOHAHA) and for 
the evaluation of coupling pathways (COSY). It further circumvents criti- 
cal parameter adjustments even in the case of strong coupling, and it offers 
increased sensitivity compared to techniques in which heteronuclei are in- 
volved. On the other hand, longer measuring time has to be taken into 
account with 3D experiments, which is a disadvantage if spectral infor- 
mation on only a few but not all the spin systems is of interest. Powerful 
data systems with high computing and data storage capacities, including 3D 
data-handling software, are a prerequisite for efficient 3D data processing. 
We have proposed a 2D analog of the 3D HOHAHA-COSY experiment, 
using again the principle of multiple selective excitation (pulse sequence 
V in fig. 1) to improve the inherent poor sensitivity of a single selective 
experiment. Its application is advisable if a limited number of isolated spin 
systems are to be disentangled, i.e., the spin systems of few monomers of 
an oligomer or polymer, or spin systems of the individual components of a 
mixture. A series of selective inversion pulses uniquely labels a few selected 
proton resonances. Cross polarization effective in the subsequent spin-lock 
period transfers these labels to all the protons of the corresponding isolated 
systems of coupled spins. The individual labeling of all the protons of a 
spin system finally allows to disentangle the superimposed COSY spectra, 
in accordance to table 2 in the final data processing step. 

The modified pulse sequence was applied to the trisaccharide 1. A series 
of three Gaussian shaped 180 ~ pulses were applied to initially invert the 
three anomeric proton spins. As a result the three COSY spectra, showing 
the coupling connectivities for the corresponding three monomer units were 
obtained, as shown in fig. 7 after appropriate data processing. 
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Fig. 7. Normal COSY spectrum (expansion of the ring-protons) of the trisaccharide 1 dis- 
solved in CDC13 (d). Individual COSY subspectra A, B and C ((a), (b) and (c)) of the three 
monomer units, obtained with the optimized 2D TOCSY-COSY experiment V. The three 
anomeric protons were used to selectively perturb the three spin systems. They are assigned 
and their connectivities to protons 2A, 2B and 2C, respectively, are indicated. (Continued 

on the next page) 

The decomposition of a COSY spectrum as acquired with a normal non- 
selective COSY experiment into a series of 2D subspectra with a selective 
HOHAHA-COSY variant certainly simplifies spectral analysis especially in 
more demanding cases with severe signal overlap. Compared to the single 
selective experiment a substantial gain in sensitivity was obtained with the 
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Fig. 7. (Continued) 

experiment modified for multiple selective excitation. The losses due to 
relaxation were negligibly small in this case, but nevertheless set an upper 
limit to the number of target spins to be selectively inverted at the beginning 
of the pulse sequence. The substantial gain in the overall sensitivity or in 
spectrometer time and the increased clarity of the much simpler COSY 
subspectra compensates, at least partially, for the inherently lower sensitivity 
of the HOHAHA-COSY compared to the basic COSY experiment. 

4.6. 2D HMBC 111] 

The detection of heteronuclear long-range spin-spin interactions and the 
measurement of the corresponding coupling constants serve to assign the 
signals of heteronuclei, especially of quaternary centers and yield most im- 
portant structural informations, i.e., connectivities between molecular frag- 
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ments to establish molecular structures or of dihedral angles for the solu- 
tion of conformational or stereochemical problems. If such information is 
needed not only for a few but eventually for all the heteronuclear spins of 
a molecule, the 2D HMBC experiment is probably the best choice. The use 
of 1H detection (inverse mode) and of gradients to select the desired coher- 
ence pathways offers maximum sensitivity and the best spectral quality. The 
initial low-pass filter removes or at least suppresses unwanted responses of 
one-bond heteronuclear interactions, eventually giving rise to problems and 
ambiguities in spectral analysis and interpretation. With the basic HMBC 
experiment the whole chemical shift range of the heteronucleus must be 
taken into account when setting up the experiment to circumvent folding 
problems of resonance signals being outside the spectral window in the 
second frequency domain F1. This may give data matrices of respectable 
size, if at the same time high digital resolution is needed to resolve spectral 
ranges with high signal densities or to resolve the cross peak fine structure 
to obtain values for the corresponding heteronuclear coupling constants. 
Large data matrices not only require much storage space, but could lead 
to problems with remote data processing on less powerful computers, i.e., 
PCs. We have applied a modified 13C-1H- HMBC experiment (pulse se- 
quences Via and VIb in fig. 1), in which one or two - as in this case 
- non-selective carbon pulses are replaced by their selective counterparts. 
This allows to define not only the 1H- but also the 13C- spectral region of 
interest, yielding the corresponding section of the 2D spectrum without any 
folded cross-peaks, with high digital resolution, but reasonable data size. If 
not only one carbon region is of interest, this experiment must be repeated 
several times. We incorporated the principle of multiple selective excita- 
tion to improve the overall efficiency by using additional carbon channels 
on our spectrometer. Sequence Via was used to excite two different car- 
bon regions simultaneously with the corresponding selective carbon pulses 
on both channels adjusted accordingly. Two sub-experiments with half the 
number of scans each were performed within the same total measuring time 
as used for the single selective experiment carried out for comparison. Dif- 
ferent phase combinations (x, x; x , - x )  for the last pair of simultaneously 
applied pulses were used in these two sub-experiments to label differently 
the corresponding superimposed responses. Final data processing according 
to the general scheme outlined above was accomplished to disentangle the 
two subspectra. If additional spectrometer channels are available, not only 
two but more carbon regions to be selectively excited may be defined. 

In most cases where long-range couplings are exploited to solve a struc- 
tural problem corresponding information on heteronuclear one-bond inter- 
actions is needed as well. Instead of suppressing this valuable information 
with a low-pass filter as in the basic HMBC experiment, we additionally 
modified our pulse sequence-  the second non-selective 90 ~ 13C pulse is 
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Fig. 8. Normal HMBC spectrum (expansion of the ring carbons and ring protons) of the 
trisaccharide 1 dissolved in CDC13 (b). Equivalent spectrum obtained with the multiple fre- 
quency selective experiment further modified to discriminate between n JcH and ~JcH (c). 
Additional spectra acquired within the same experiment, which show n JcH connectivities be- 
tween the ring protons and the carbonyl carbons (a), and which show the I JcH connectivities 

between the ring protons and the ring carbons (d). 
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Fig. 8. (Continued) The fourth (empty)spectrum obtained within the same experiment and 
showing 1Jcr~ connectivities between the ring protons and the carbonyl carbons is not shown. 
A few connectivities starting with the assigned 1JcH correlation C-6A - H-6A, H-6A t and 

leading to the assignment of H-1B, H-4A and carbonyl carbon-4A are indicated. 
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replaced by two 90 ~ pulses - to acquire one-bond responses as well (se- 
quence VIb in fig. 1). The delay D6 has to be adjusted to the values of 
long-range and one-bond coupling constants. To disentangle the superim- 
posed long-range and one-bond responses we used the same principle as 
applied before to disentangle the responses of different 13C ranges. Differ- 
ent phase combinations (x, x and x, - x ,  respectively) were used for the two 
90 ~ 13 C pulses to differently label the one-bond and long-range responses. 
Four sub-experiments with NS/4 scans each have to be performed therefore 
to uniquely label responses with respect to one-bond/long-range couplings 
and to couplings with carbons resonating in the two spectral regions. 

The modified pulse sequence VIb was applied to the trisaccharide 1. Two 
13C spectral regions, i.e., the region of the carbonyl and the ring carbons, 
were selectively perturbed with the selective pulses on the two channels 13C 
[1] and 13C [2]. As a result four spectra were obtained after appropriate data 
processing, showing either long-range or one-bond coupling interactions 
from either the carbonyl- or the ring-carbon region. Three of these spectra 
- the one-bond spectrum of the carbonyl region is empty and was omitted 
- are shown together with the spectrum obtained within exactly the same 
total measuring time with the single selective HMBC adjusted to the ring 
carbon region in fig. 8. 

Compared to the single selective HMBC experiment (spectrum b) a sub- 
stantial gain in sensitivity - the relaxation losses with the modified ex- 
periment were negligibly s m a l l -  was obtained (spectrum c), since two 
(spectrum a and c) or even more subspectra may be acquired within the 
same total spectrometer time. Additionally not only long-range but also 
one-bond connectivities can be measured. The two types of connectivities 
are clearly separated as confirmed by spectra c and d. 

Due to its improved efficiency and its economical use of data storage 
capacities the modified "HMBC" experiment is a valuable alternative for 
all those structural problems for which the knowledge of long-range and 
one-bond connectivities and values of the corresponding coupling constants 
is essential and for which only small sample amounts are available. 

5 .  C o n c l u s i o n  

We have demonstrated that the principle of multiple selective excitation 
with subsequent data processing appropriate to disentangle the superim- 
posed responses may successfully be incorporated into selective 1D and 2D 
pulse sequences. This allows to improve the overall efficiency especially 
of experiments with an inherent low sensitivity. In most of the presented 
examples a series of single selective pulses has been applied, giving rise 
to unwanted relaxation losses and setting an upper limit to the number 
of perturbed nuclear spins. With the application of single multiple selec- 
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tive 90 ~ or 180 ~ pulses, rather than  trains of single selective 180 ~ pulses 
applied in an initial preparation period, even better or more promising vari- 
ants can be expected. Such variants with multiple selective single pulses, 
or variants using different transmitter channels - demonstrated with the 2D 
HMBC e x p e r i m e n t -  may be performed on modem spectrometers and other 
pulse sequences could be "up-dated" as well. There is, however, one final 
point which should be carefully taken into account when performing this 
kind of experiments. The individual spectra of the various excited spin sys- 
tems obtained after appropriate processing fully correspond to the spectra 
measured with the corresponding basic single selective experiments, if the 
excited spin systems are completely isolated from each other, otherwise 
data interpretation, especially when carried out on a quantitative level, is 
no longer straightforward. 
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1. Introduction 

Chemical shift correlated NMR experiments are the most valuable amongst 
the variety of high resolution NMR techniques designed to date. In the 
family of homonuclear techniques, four basic experiments are applied rou- 
tinely to the structure elucidation of molecules of all sizes. The first two, 
COSY [1, 2] and TOCSY [3, 4], provide through bond connectivity in- 
formation based on the coherent (J-couplings) transfer of polarization be- 
tween spins. The other two, NOESY [5] and ROESY [6] reveal proximity 
of spins in space by making use of the incoherent polarization transfer 
(nuclear Overhauser effect, NOE). These two different polarization trans- 
fer mechanisms can be looked at as two complementary vehicles which 
allow us to move from one proton atom of a molecule to another pro- 
ton atom: this is the essence of a structure determination by the 1H NMR 
spectroscopy. 

Depending on the size of a molecule and the dispersion of chemical 
shifts of its protons the task of establishing individual chains of coupled 
spins from 2D COSY and TOCSY spectra might be hampered seriously 
by spectral overlaps. For the same reason, the assignment of crosspeaks 
in 2D NOESY or ROESY spectra might also be ambiguous. Under these 
circumstances a crucial bit of information can be provided by concatenating 
coherent and incoherent polarization transfer steps in a single homonuclear 
experiment. This class of experiments is referred to here as the "combined" 
NMR techniques. They provide, in principle, identification of networks of 
coupled spins as well as information concerning through-space proximity 
between adjacent spin systems. Combined experiments allow us to use si- 
multaneously the two different vehicles, "fueled" by J couplings and NOEs, 
on our metaphorical journey along the proton atoms. 

The pioneering work in this field, a two-dimensional relayed-NOE ex- 
periment proposed by Wagner [7], was quickly followed by the appearance 
of several related NMR techniques [8-17]. Application of isotropic mix- 
ing during the J-transfer period yielded the 2D TOCSY-NOESY [11, 15] 
and NOESY-TOCSY [12, 14] experiments. When spin-lock sequences were 
applied to both J and NOE-transfers, the 2D TOCSY-ROESY and ROESY- 
TOCSY experiments [ 10, 16, 17] emerged. 

53 
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A general problem associated with combined two-dimensional techniques 
is the increased number of correlations originating along different polariza- 
tion transfer pathways. The probability of crosspeak overlap increases, and 
although the resulting spectra carry undoubtedly more information, this 
might be difficult to access. Moreover, since crosspeaks of different origin 
could differ in their signs, their mutual cancellation can occur. Some sort 
of spectral simplification is therefore highly desirable. 

One way to achieve this is by applying selective pulses during the prepa- 
ration period of combined 2D experiments [18-20]. Here, the number of 
coherences which evolve during the t l period and are subjected to the first 
polarization transfer is considerably reduced. Correspondingly, there is a de- 
creased probability of overlap, even after more signals have been generated 
by the second polarization transfer. 

Another way of avoiding overlaps seen in two-dimensional spectra is to 
introduce the third dimension. This has been illustrated with the 3D NOESY- 
HOHAHA [21-25], 3D HOHAHA-NOESY [25-27], NOESY-COSY [28, 
29], COSY-NOESY [28] and ROESY-TOCSY [23] experiments. A principal 
drawback, associated with homonuclear 3D techniques, is the low digital 
resolution achievable along the first and second spectral axes. This limitation 
can to certain extent be removed by implementing band selective pulses into 
the 3D homonuclear experiments [21, 26, 28-31]. 

In a move in the opposite direction, the overlaps resulting from concate- 
nation of different polarization transfer mechanisms in combined 2D exper- 
iments can be eliminated by reducing the dimensionality of an experiment. 
Similarly to the successful transformation of basic 2D NMR techniques 
into their 1D counterparts [32-34], a conversion of combined 2D NMR 
techniques into their 1D analogs is feasible and has been explored by sev- 
eral groups [35--40]. From a different perspective this process can be seen 
as a twofold reduction of the dimensionality in a 3D experiment. Equally, 
concatenation of three polarization transfer steps in a single 1D experiment 
represents transformation of a possible 4D homonuclear experiment into its 
1D analog. 

One-dimensional spectra obtained in these experiments can be compared 
to 1D traces of nD NMR spectra but offering much better digital resolution 
and shorter acquisition times. On the negative side each "trace" needs to be 
acquired separately and thus, if several sites are to be inspected, a series of 
1D experiments must be performed. In practice, this exercise is preceded 
by careful inspection of standard two-dimensional COSY, TOCSY, NOESY 
or ROESY spectra and only the ambiguous assignments are tackled by 
combined 1D techniques. 

A more fundamental limitation lies in our ability to selectively excite 
individual multiplets - an essential part of a successful transformation of 
an nD experiment into its 1D analog. This requirement limits severely 
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application of 1D analogs of basic 2D techniques like 1D COSY, TOCSY 
or NOESY, which rely on a single selection step. However, for combined 1D 
experiments even if a complete overlap exists between resonances used for 
the first polarization transfer step, there is a possibility that the ambiguity 
will be removed during the second polarization transfer step. This puts 
less stringent requirements on signal separation in 1D spectra and broadens 
the application range for 1D NMR experiments which concatenate several 
polarization transfer steps. 

So far, it has been argued that a combination of different polarization 
mechanisms in 1D experiments opens new possibilities for signal assign- 
ments. The realization that combined experiments can also be applied suc- 
cessfully to systems with a higher degree of overlap prompts us to ex- 
plore concatenation of identical polarization transfer mechanisms as well. 
For example, when severe overlap prevents selective excitation of a sin- 
gle proton in a 1D TOCSY experiment, the desired signal selection might 
be achieved during the second TOCSY step in a 1D TOCSY-TOCSY ex- 
periment. Several experiments using exclusively a coherent polarization 
transfer mechanism are therefore included in this chapter, as well as the 1D 
NOESY-NOESY experiment-  a concatenation of two incoherent polariza- 
tion transfers steps. 

Before presenting individual examples, let us focus briefly on general 
aspects of transformation of nD NMR techniques into their 1D analogs. 

2. Transformation of nD NMR techniques into their 1D analogs 

2.1. Selective pulses and chemical-shift-selective filters 

As pointed out in the Introduction, the essential part of a successful trans- 
formation of an nD experiment into its 1D analog is the selective excitation 
of spins. There are two distinct tools available for this purpose: selective 
pulses and chemical-shift-selective filters. 

Many selective pulses have been designed during the last decade and 
the reader can find a special chapter devoted to this topic in this book. In 
short, the important criteria for choosing an appropriate selective pulse are 
their frequency characteristics, relaxation properties and the evolution of 
coupling constants during the long selective pulses. The following selec- 
tive excitation pulses were used for most examples given in this chapter: 
90 ~ and 270 ~ Gaussian [41, 42] and 90 ~ half-Gaussian [43] pulse. The 90 ~ 
Gaussian pulse was used when the evolution of J-couplings during the 
pulse was desired, while 90 ~ half-Gaussian or a 270 ~ Gaussian pulse were 
applied when J-coupling needed to be suppressed. For selective inversion 
of spins, 180 ~ Gaussian or 180 ~ rectangular DANTE-Z pulse [44] were 
employed. Although pulses with better excitation profiles are available at 
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present [45, 46] the above set was chosen mainly because of high tolerance 
of these pulses to fast spin-spin relaxation. This is especially true for the 
90 ~ half-Gaussian pulse. In order to remove the dispersive component of 
this pulse, it was usually followed by a 90 ~ purging nonselective pulse [34]. 
When the 270 ~ Gaussian pulse was used no purging of the dispersive com- 
ponent was used. In practice, there might be significant phase differences 
between different power levels of a transmitter used for the soft and hard 
pulses. These need to be calibrated and compensated for accurately in pulse 
sequences containing selective and nonselective pulses. 

Selective pulses require individual multiplets to be well separated from 
one another, while chemical-shift-selective filters (CSSF) are able to resolve 
severely overlapping multiplets, with different chemical shifts [48-52]. Fre- 
quency selection is achieved during the CSSF by setting the transmitter 
frequency to the chemical shift of a selected proton and by acquiring a set 
of experiments by systematic incrementation of the chemical shift evolution 
period. The proton magnetization originating in the selected proton expe- 
riences no chemical shift evolution and is co-added constructively while 
the magnetization arising from other protons is co-added destructively and 
thus filtered out. The addition can be performed in the computer memory 
during acquisition, or by adding individual FIDs (or spectra) from the CSSF 
experiment originally stored separately, afterwards. Evolution of coupling 
constants during the entire filter must be constant. In homonuclear CSSFs 
this is achieved by gradual displacing of a 180 ~ pulse from the centre of 
a constant time interval, e.g., the spin-echo interval of a multiple relay ex- 
periment. The whole process resembles the acquisition and processing of 
a constant time 2D experiment, the only difference is that instead of the 
second Fourier transformation individual CSSF spectra are added together. 
In addition to the analogy with 2D experiments, the CSSF can be compared 
to the rectangular DANTE pulse [53, 54]. The selectivity of both depends 
on their duration, while both produce side lobes and excitation sidebands. 
First zero in the absorption excitation profile of the CSSF occurs at 1/2Tmax, 
where 7-max --- n A  is the maximum duration of the filter; n is the number 
of increments and A is the length of an increment of the CSSF. Excitation 
sidebands are found at ik/A frequencies, where k is an integer. The larger 
the increment of the filter, the faster the desired selectivity is achieved and 
the number of necessary increments decreased. This brings the excitation 
sidebands closer to the carrier frequency. Nonetheless, as will be illustrated 
later, when the CSSF is applied for the second selection step, the magne- 
tization has already been preselected by a selective pulse and excitation 
sidebands do not pose a problem. The need to acquire several FIDs in a 
CSSF experiment is perhaps a minor inconvenience in comparison with 
methods using selective pulses and may prolong the overall acquisition 
time. A more severe limitation for application of CSSFs stems from the 



Concatenation of Polarization Transfer Steps 57 

fact that they act only on the magnetization which is in the xy plane. CSSF 
based techniques are therefore not recommended for resolving close signals 
in molecules with fast spin-spin relaxation. 

2.2. Concatenation of polarizationtransfer steps 

There are different ways to achieve multiple concatenation of polarization 
transfer steps giving rise to selective 1D experiments which are likely to 
differ in the intermediate period connecting individual polarization transfer 
steps [35-40]. For experiments using only selective pulses for the signal se- 
lection, we have adopted a strategy whereby the ~ magnetization of interest is 
stored along the z axis after the completion of each transfer. This approach 
has several advantages. First, it reduces the time the magnetization spends 
in the xy plane and makes the sequence more likely to succeed when ap- 
plied to macromolecules with fast spin-spin relaxation. Second, the carrier 
frequency can be changed at this point of time without worrying how it 
will affect otherwise necessary phase coherence between individual steps, 
since the magnetization stored in the z axis has no phase memory. Third, 
it allows a choice from a wider range of selective pulses applicable to the 
z magnetization. In experiments when a selective pulse is applied to the 
xy magnetization only universal rotators [47] should be used. 

A different situation is encountered when chemical-shift-selective filters 
are applied for the signal selection. Clearly, when used in simple 1D selec- 
tive experiments [48-50] the power of CSSFs lies in their ability to separate 
severely overlapping multiplets. For application in 1D analogs of nD ex- 
periments [38], it is convenient to use CSSFs for the second selection step, 
when the magnetization was already preselected during the first step by a 
selective pulse and is in the xy plane. CSSF can then be incorporated into 
a sequence in a way such that no extra delays are introduced. It will be 
demonstrated later that when starting with only two overlapping signals it 
is not necessary to perform a complete CSSF experiment, instead, only two 
increments are sufficient to achieve the signal selection. 

In general, 1D selective experiments with multiple polarization transfer 
steps can be performed by using the selective excitation exclusively at the 
beginning of the pulse sequence [55-57]. However, using this approach, 
the information obtained is ambiguous, e.g., the final nonselective NOESY 
transfer in a 1D TOCSY-NOESY experiment gives rise to many signals 
depending on the NOE contacts of all protons, magnetization of which 
had been created during the initial selective TOCSY transfer. These meth- 
ods will not therefore be considered further. Truly selective experiments, 
which apply selection of the magnetization in both steps, retain all the ad- 
vantages of one-dimensional experiments and the unambiguity of the 3D 
approach. 
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On the other hand when more than two polarization transfer steps are 
combined (1D analogs of 4D experiments) one can make a decision, with- 
out affecting the end result, as to whether the second, the third or both these 
steps should be selective. In order to avoid possible losses of magnetization 
during the selective pulses, due to either relaxation and/or nonperfect exci- 
tation profiles, it is usually possible to make one of these steps nonselective. 

2.3. Pulsed field gradients 

The recent introduction of pulsed field gradients (PFG) in high resolution 
NMR spectroscopy brought significant enhancement to the quality of NMR 
spectra [58, 59]. The main reason for this is that during the process of 
coherence selection by PFGs the unwanted coherences are dephased and the 
signal from them is not digitized. In principle, possible cancellation artifacts, 
present in traditional phase cycled experiments, are avoided. Elimination of 
extensive phase cycling means that many 2D experiments can be acquired 
with as little as one or two scans per t l increment, providing the sensitivity 
is not a limiting step. This can speed up the acquisition of 2D experiments 
significantly. However, it is not that important for their 1D analogs where 
acquisition of multiple scans can be tolerated. The penalty which usually 
accompanies coherence pathway selection by PFGs is that one half of the 
signal is lost during the pulse sequence. 

On the other hand, PFGs can be utilized in a different manner to achieve 
near complete suppression of unwanted coherences while still relying on 
some basic phase cycling for the final signal selection. This approach, some- 
times referred to as coherence pathway rejection by pulsed field gradients 
[60], retains full sensitivity. It seems to be preferable for use in 1D NMR 
spectroscopy, where time saving due to elimination of phase cycling is not 
necessary. Cleaner spectra are expected from this method simply because 
cancelation artifacts from attenuated signals are scaled down accordingly. 
At the same time, no losses of magnetization due to molecular diffusion 
are encountered since the desired signal did not experience a cycle of de- 
and rephasing by PFGs. 

There are several examples of 1D selective experiments [61-68], includ- 
ing combined 1D experiments [68, 69], in the literature which use pulsed 
field gradients. This subject has been reviewed thoroughly recently [69]. 
With one exception [67], all of them employ PFGs for coherence selec- 
tion and are therefore liable to sensitivity losses as pointed out above. We 
have designed several selective 1D experiments which use pulsed field gra- 
dients for coherence pathway rejection [70]. They use the guidelines for 
concatenation of polarization transfer steps outlined in section 2.2 and are 
suitable for application to large molecules. Principal points of the transfor- 
mation of phase-cycled selective experiments into their gradient-enhanced 
versions are outlined and illustrated on a 1D ge-NOESY-TOCSY experi- 
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ment in Section 3.6. Following this example, all phase-cycled experiments 
which combine TOCSY and NOESY polarization transfers steps can be 
easily transformed into their gradient-enhanced versions. 

Since many spectrometers currently in use are not equipped with PFG 
modules, the examples given in this chapter focus on the phase-cycled 
experiments. Judging by comparison of noise levels in these spectra between 
regions which do and do not contain any signals, cancelation of unwanted 
signals is fairly good. Nevertheless, spikes from intense signals can be 
recognized and a considerable signal from water protons is almost always 
present in spectra acquired by purely phase cycled methods. On the other 
hand, gradient-enhanced methods described in Section 3.6 yielded artifact- 
free spectra. 

3. 1D NMR experiments with multiple polarization transfer steps 

Concatenation of polarization transfer steps in 1D NMR experiments is 
illustrated in the rest of this chapter using oligo- and polysaccharide sam- 
ples. Carbohydrates give notoriously overlapped spectra in the region of 
3-4 ppm. On the other hand, they feature reasonably resolved anomeric 
resonance between 4.5 and 5.5 ppm. These and other resolved signals are 
used as spectral windows in the analysis of carbohydrates and are very good 
candidates for the initial polarization transfer of selective 1D experiments. 
Bacterial polysaccharides are used to illustrate the usefulness of these tech- 
niques to molecules with short spin-spin relaxation times. They consist of 
relatively small repeating units but form large molecules. Their spectra re- 
semble those of the corresponding oligosaccharides but with rather broad 
spectral lines. 

Almost all spectra were acquired on a AMX-600 Bruker NMR spec- 
trometer equipped with a 5 mm inverse broad-band probe. The only excep- 
tion were the gradient-enhanced spectra acquired on an INOVA-600 Varian 
NMR spectrometer using a 5 mm triple-resonance probe with z gradients. 
The experimental details are given for each spectrum in the figure captions. 

3.1. 1D NOESY- TOCSY and 1D TOCSY-NOESY 

The 1D NOESY-TOCSY experiment [39] shown in fig. 1 (c) is a straightfor- 
ward concatenation of 1D NOESY and TOCSY experiments [34] (figs l(a), 
(b)). Since the NOE transfer takes place along the z axis, and thus has no 
phase memory, no phase correction for the second selective pulse is needed 
to compensate for the change of the r.f. frequency during the rNOE inter- 
val. Nevertheless, any possible phase differences between the selective and 
consecutive nonselective pulses must be taken into account in both steps, 
by adjusting the phase of soft pulses. 
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Fig. 1. Pulse sequences of 1D selective experiments. The shaped 90 ~ pulses were half- 
Gaussian. The 180 ~ selective pulses were produced by a DANTE-Z pulse train [44]. Tr 

denotes the trim pulse of phase ~. "rNOE stands for the NOE-mixing time. 
(a) 1D NOESY and (b) 1D TOCSY experiments [34]. The following phase cycling was 
applied in (a): r = x , - x ;  r = 8x, 8( -x) ;  r = 2 x , 2 ( - x ) , 2 ( y ) , 2 ( - y ) ;  r - -  

x, 2 ( -x) ,  x, y, 2 ( -y) ,  y , - x ,  2x, - x , - y ,  2y, - y ;  and (b): r = y, - y ;  r = x, 2 ( -x) ,  x; 
r = y , - y .  

(c) 1D NOESY-TOCSY experiment with both polarization transfer steps selective. The 
following phase cycling was applied: r = x , - x ;  r = 8x, 8( -x) ;  r = 2x, 2( -x) ;  

r = 4y, 4 ( -y) ;  r = 2 ( -x ,  x, x, - x ) ,  2(x, - x ,  - x ,  x). 
(d) 1D TOCSY-NOESY experiments. The 180 ~ selective pulse consists of a DANTE-Z pulse 
train (69~ (r - A - (90 (r - A)~ where 2nO = 180 ~ . The following phase cycling was 
applied: r = y , - y ;  r = 16y, 16(-y); r = 4x, 4 ( -x) ,  4y, 4(-y) ;  r = 32x, 32(-x);  
r = 8(x, x , - x ,  - x ) ,  8 ( -x ,  - x ,  x, x); r = 2x, 4 ( -x ) ,  2x; the basic receiver phase cycle, 
r = - x ,  2x, - x ,  x, 2 ( -x ) ,  x, was incremented by 90 ~ each eight scans. When the 180 ~ 
selective pulse is omitted and a nonselective NOESY transfer is applied, all phases are the 
same as given above except for the basic receiver cycle, r which is: 2 ( x , - x ) ,  2( -x ,x ) .  
The 180 ~ DANTE-Z pulse can be replaced by a 180(r Gaussian pulse applied on- and 

off-resonance in blocks of two scans. 

The  sensi t ivi ty of  this expe r imen t  depends  to a large extent  on the effi- 

c iency of  the N O E S Y  transfer.  This is natural ly h igh in m a c r o m o l e c u l e s ,  

therefore  the 1D N O E S Y - T O C S Y  expe r imen t  is par t icular ly  suited for large 

molecu les .  The  use of  ha l f -Gauss ian  pulses  which  are h ighly  res is tant  to 

fast  sp in - sp in  re laxat ion  toge ther  with the net  t ransfer  of  magne t i za t ion  in 

both  steps, y ie ld ing  inphase  mult iplets ,  is also in line with the in tended  

appl icat ion area. 
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By applying the NOESY step first, this experiment allows us to jump 
from one spin system to another or to overcome a bottleneck in TOCSY 
transfer caused by an occurrence of a small coupling constant in the chain 
of J-connectivities. Both these features are illustrated in 1D NOESY- 
TOCSY spectra of the type VI group B Streptococcus capsular polysac- 
charide (1). 

The spin systems of individual carbohydrate residues are considered to 
be isolated, since the four-bond coupling constant across the glycosidic 
linkage is very small [71 ] and difficult to detect. Interglycosidic NOEs are 
therefore essential for establishing the sequence of monosaccharide units in 
oligo- and polysaccharides. However, because of spectral overlap between 
3 and 4 ppm, it is often impossible to assign NOE crosspeaks between 
the anomeric and aglyconic protons unambiguously. Three signals were ob- 
served in the 1D NOESY spectrum of 1 (fig. 2(b)) after selective excitation 
of the H-lb proton. This is typical for NOESY spectra of/3-D-hexopyranose 
residues, where two intraring protons, H-3 and H-5, are observed while the 
third belongs to the aglyconic proton ofa  neighbouring residue. In this par- 
ticular molecule, the H-3b proton was identified on the basis of a TOCSY 
transfer from H-lb, however, assignment of the two other signals needed 
further attention. In a 1D NOESY-TOCSY experiment, the initial NOESY 
step from proton H-lb followed by a short TOCSY transfer from a proton 
at 3.8 ppm yielded resonances of H-la, H-2a, H-4a and H-5a (fig. 2(c)) 
confirming that the signal at 3.8 belongs to proton H-3a. 

The other signal seen in the 1D NOESY spectrum at 3.7 ppm must 
therefore belong to the H-5b. Indeed, when a selective TOCSY transfer in 
another 1D NOESY-TOCSY experiment was started from this proton only 
overlapping signals of H-6b and H-6b ~ near to that of H-5b were observed 
(fig. 2(d)). No transfer to H-4 occurred, because of the very small coupling 
constant J4,5 (<1 Hz) of this galactopyranose residue. The spectrum in 
fig. 2(d) illustrates the other possible application for the 1D NOESY-TOCSY 
technique- overcoming the bottleneck of the TOCSY transfer by a NOESY 
step. Because of very small J4,5 (<1 Hz) the transfer of magnetization 
from H-lb in a TOCSY experiment stopped at H-4b. The H-5b could, 
however, be reached by using its NOE contact with the anomeric proton of 
the same residue as seen in the 1D NOESY spectrum in fig. l(b). A short 
TOCSY transfer (~ 20 ms) then directed the magnetization from H-5b 
to H-6b and H-6b ~. It would have been otherwise difficult to obtain all 
these assignments, but using a simple 1D technique the task was completed 
quickly and unambiguously. 

By reversing the order of polarization transfer steps, NOE contacts of 
signals hidden under the bulk of other resonances can be established in a 
1D TOCSY-NOESY [39] experiment (fig. l(d)). The necessary requirement 
is that an efficient TOCSY transfer can be made to a particular proton from 
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Fig. 2. (a) Partial 1H 600 MHz spectrum (8 scans) of the type VI group B Streptococcus 
capsular polysaccharide (1) acquired on 5 mg of the sample at 15~ using water presatura- 

tion. 
(b) 1D NOESY spectrum with selective excitation of H-lb. The duration of the half-Gaussian 
pulse was 50 ms, rNOE = 50 ms, 256 scans were acquired using the pulse sequence of 

fig. 1 (a). 
(c) 1D-NOESY-TOCSY with a selective NOESY transfer from H-lb and a selective TOCSY 
transfer from H-3a. Both half-Gaussian pulses were of 50 ms, rNOE = 50 ms, TOCSY mix- 
ing time was 26 ms including two trim pulses of 2.5 ms each. 4096 scans were acquired 

using the pulse sequence of fig. l(c). 
(d) The same as (c) except that the second selective pulse was applied at the frequency of 

H-5b. 
Polarization transfer pathways for spectra (c) and (d) are depicted on a partial structure of 1 
shown in the inset. Solid and dotted lines represent TOCSY and NOESY transfers, respec- 
tively. (Reprinted with adaptation with permission from ref. [39]. Copyright 1994 Academic 

Press, Inc.) 
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Fig. 3. (a) See the legend to fig. 2(a). 
(b) 1D NOESY spectrum (pulse sequence of fig. l(a)) with selective excitation of l c and 
l d protons. Parameters were the same as given in the legend to fig. 2(b), except that the 

number of scans was 1024. 
(c) 1D TOCSY-NOESY spectrum with a selective TOCSY transfer from H-2c and a selective 
NOESY transfer from H-lc acquired using the pulse sequence of fig. 1 (d). Parameters were 
the same as given in the legend to fig. 2(c), except the number of scans was 8192. The 
DANTE-Z pulse of 16 ms was used. Polarization transfer pathways for the spectrum (c) 
are depicted on a partial structure of 1 shown in the inset. Solid and dotted lines represent 
TOCSY and NOESY transfers, respectively. (Reprinted with adaptation with permission 

from ref. [39]. Copyright 1994 Academic Press, Inc.) 

a proton of  the same spin sys t em whose  resonance  is reso lved  sufficiently 

to a l low for a select ive exci tat ion.  

In a 1D T O C S Y - N O E S Y  expe r imen t  [39], the proton magne t i za t ion  is 

a l igned a long the sp in- lock axis after  the initial select ive T O C S Y  step. The  
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subsequent nonselective pulse applied perpendicularly to the spin-lock axis 
brings the magnetization back to the z axis. Now the frequency of the carrier 
is changed and a selective 180 ~ pulse applied on alternate scans. Once again 
there is no need to compensate for the change in the carrier frequency, since 
this occurred when the magnetization was aligned along the z axis. A simple 
rectangular selective inversion pulse produced in a DANTE-Z [44] manner 
was used. The components of this pulse were phased so that the overall 
effect was a 180 ~ 180 ~ 0 ~ 0 ~ selective pulse during the block of four 
scans. Alternatively, a selective 180 ~ Gaussian pulse was applied on- and 
off-resonance on alternate pairs of scans to achieve the same effect. Both 
these methods yielded similar results. 

The proposed 1D TOCSY-NOESY experiment is illustrated bythe assign- 
ment of NOEs from anomeric protons H-1 c and H-1 d of the polysaccharide 
1. Because the resonances of H-lc and H-ld overlapped, this assignment 
was not possible from a 1D NOESY spectrum as shown in fig. 3(b). Al- 
though these protons differed in their chemical shifts, it was not possible to 
separate them by chemical-shift-selective filtration because of the very fast 
spin-spin relaxation of backbone protons (20-50 ms) in this polysaccharide. 
Instead, a 1D TOCSY-NOESY experiment was performed in which the ini- 
tial TOCSY transfer from an isolated resonance of H-2c was followed by 
a selective NOESY transfer from H-lc. The 1D TOCSY-NOESY spectrum 
(fig. 3(c)) clearly separated NOE signals of the H-lc proton from those 
originating from the H-ld proton and established the linkage l c --+ 6a. 

This particular application was possible because of an isolated resonance 
of the H-2 proton. In a more typical situation, the TOCSY transfer would 
start on an anomeric resonance. After being directed to a proton thought 
to be involved in a glycosidic linkage the magnetization would then be 
subjected to the NOESY transfer. The presence or absence of transfer of 
magnetization to a different anomeric resonance would confirm or exclude 
the existence of a glycosidic linkage at this site. 

3.2. 1D TOCSY-NOESY-TOCSY and 1D NOESY-TOCSY-NOESY 

A more complicated situation occurs when it is not possible to excite se- 
lectively a proton which would be a good starting point for a 1D NOESY- 
TOCSY experiment. It might be possible, however, to build the magnetiza- 
tion of this proton via an initial TOCSY transfer. This leads to a 1D analog 
of 4D TOCSY-NOESY-TOCSY [39] (fig. 4(a)), which is formally obtained 
by replacing the final read pulse in the 1D TOCSY-NOESY experiment 
(fig. l(d)) by an additional selective TOCSY step. Since all three building 
blocks of this sequence are linked together at a point when the magnetiza- 
tion is aligned along the z axis, no phase compensations for the frequency 
changes of the carrier are necessary. With this experimental scheme it is 
optional as to whether the NOESY step is performed in a selective or a 
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Fig. 4. Pulse sequences of 1D analogs of 4D experiments. The shaped 90 ~ pulses were 
half-Gaussian. The 180 ~ selective pulses were produced by a DANTE-Z pulse train. T~ 

denotes the trim pulse of phase ~. 7-NOE stands for a NOE-mixing time. 
(a) 1D TOCSY-NOESY-TOCSY experiment. Phases were cycled as follows: r -- y , - y ;  
~2 = 8y, 8(--y),  (~3---2y, Z(-y);  ~4 = 16y, 16(-y);  r = 2(4y,4(-y)) ,Z(4(-y) ,4y)) ;  
~b = 2(x, - x ) ,  2 ( -x ,  x). The receiver phase cycle, r was: ( - x ,  x, x, - x ) ,  2(x, - x ,  
- x , x ) ,  ( - x ,  x, x, -x ) .  The DANTE-Z pulse can be replaced by a 180~162 selective 
Gaussian pulse applied on- and off-resonance in blocks of four scans. When a nonselec- 
tive NOESY transfer is used, the 180 ~ selective pulse is omitted. All the phases are the 
same as given above except for the receiver cycle, r which becomes: 2( -x ,  x, x, - x ) ,  

2 ( x , - x , - x , x ) .  
(b) 1D NOESY-TOCSY-NOESY experiment. The following phase cycling was applied: 
r = x , - x ;  r - 8x ,8 ( -x ) ;  r = 2x ,2 ( -x ) ;  r -- x; r = x; r = 4x ,4 ( -x ) ;  
r = x; ~b = 4y, 4 ( -y ) ;  r = - x ,  2x, - x ,  2 ( x , - x , - x ,  x), ( - x ,  2x, - x ) .  On top of 
that, CYCLOPS was superimposed on the phase of the final read pulse (r and the re- 
ceiver phase (r by applying 90 ~ incrementation every 16 scans. The DANTE-Z pulse 
can be replaced by a 180 ~ (r selective Gaussian pulse applied on- and off-resonance on 
consecutive blocks of four scans. When the second NOE step is applied in a nonselec- 
tive manner, the 180 ~ selective pulse is omitted and the receiver is cycled according to 

r = 2 ( -x ,  x, x, - x ) ,  2 ( x , - x ,  - x ,  x). 

nonse l ec t ive  manner .  If  the 180 ~ se lec t ive  pulse  is omit ted ,  all the magne t i -  

zat ion c rea ted  dur ing  the first se lec t ive  T O C S Y  step is t ransfe r red  fur ther  in 

a s u b s e q u e n t  nonse l ec t ive  N O E S Y  step. The  proto, n ma gne t i z a t i on  of  one  

o f  the pro tons ,  wh ich  was  c rea ted  dur ing  the N O E  mix ing  per iod,  is then  

fur ther  sub jec ted  to the final se lec t ive  T O C S Y  transfer.  This  in t roduces  a 

cer ta in  ambigu i ty  into the po la r iza t ion  t ransfer  p a t h w a y  of  o b s e r v e d  signals.  

H o w e v e r ,  in m o s t  c i r cums tances  it does  not  r ep resen t  a p rob lem,  s ince the 

last T O C S Y  step is select ive.  To its advan tage ,  such  a s e q u e n c e  wh ich  con-  

tains one  less se lect ive  pulse  is s impler  and shor ter  than a ful ly se lect ive  

exper imen t .  



66 D. Uhr/n 

The 1D TOCSY-NOESY-TOCSY experiment is illustrated on the as- 
signment of proton resonances of the terminal sialic acid residue in the 
side chain of the capsular polysaccharide 1. Because the coupling constant 
J6e,7e is very small, the transfer of magnetization in a 1D TOCSY exper- 
iment stops at H-6e and a NOESY step is needed for magnetization to be 
transferred to H-7e. This is possible because of a gauche orientation between 
H-6e and H-7e. Resonances of H-8e and H-9e,9e' could then be reached 
via a consecutive TOCSY transfer. The experiment starts with a TOCSY 
transfer from the H-3eax (fig. 5(b)). In the 1D TOCSY-NOESY spectrum, 
obtained using the pulse sequence depicted in fig. 1 (d) without the selective 
180 ~ pulse, two NOE signals were located (fig. 5(c)). The signal of H-3b, 
which belongs to the adjacent galactopyranosyl residue, appeared due to 
the NOE contact between the H-3axe and H-3b and is indicative of the 2e 

3b linkage. The other, more important signal of H-7e, stems from the 
intraresidue NOE contact between H-6e and H-7e. Signals of these two 
protons overlap partially. In the final 1D TOCSY-NOESY-TOCSY experi- 
ment, performed using the pulse sequence of fig. 4(a) without the selective 
180 ~ pulse, the second 90 ~ half-Gaussian pulse was applied at the H-7e 
frequency. The magnetization was transferred from H-7e to H-8e, H-9e,9e ~. 
Because of overlap between H-6e and H-7e resonances, a partial TOCSY 
transfer from H-6e caused signals of H-3axe, 3eqe, 4e, 5e, and 6e also to 
appear in the spectrum. 

The NOESY and TOCSY polarization transfers can also be arranged so 
that two NOESY steps are interrupted by one TOCSY transfer. This is useful 
for situations when a proton which is intended as a starting point for a 1D 
TOCSY-NOESY experiment cannot be selectively excited, nevertheless it 
has a NOE contact to an isolated proton. The 1D NOESY-TOCSY-NOESY 
sequence [72] (fig. 4(b)) is obtained by appending another NOESY step to 
the 1D NOESY-TOCSY pulse sequence of fig. l(c). The last NOESY step 
can be either selective or nonselective depending whether a selective 180 ~ 
pulse is applied after the nonselective 90 ~ pulse at the end of the TOCSY 
transfer. 

The 1D NOESY-TOCSY-NOESY experiment has been applied to locate 
a particular phosphorylation site in a complex oligosaccharide 2 [73]. The 
oligosaccharide, which was phosphorylated on several sites, consisted of 
9 glycosyl residues and two amide-linked 3-hydroxytetradecanoic acids. It 
has been presumed that one of the phosphorylation sites is located on the 
side chain of the central c~-LD-heptose (residue a). Although the anomeric 
proton resonance of this heptose (H-1 a) was isolated sufficiently for a selec- 
tive excitation, it did not make a good starting point for a TOCSY transfer 
which stopped at H-2a. This was because of small coupling constant, J1,2, 
and fast spin-spin relaxation caused by the presence of fatty acid chains 
in the molecule. Advantage was therefore taken from the presence of a 
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Fig. 5. (a) See the legend to the fig. 2(a). 
(b) z-filtered 1D TOCSY (80) spectrum using selective excitation of H-3a~a by a 50 ms 
half-Gaussian pulse. A 82 ms spin-lock time, including two trim pulses each of 2.5 ms, was 
applied. In each of the 26 increments of the z-filter 80 scans were accumulated. Duration 

of one increment was 0.5 ms. 
(c) 1D TOCSY-NOESY spectrum with selective TOCSY transfer from H-3axe and a nonse- 
lective NOESY step (pulse sequence of fig. 1 (d) without the selective 180 ~ pulse). Duration 
of the TOCSY and NOESY mixing times were 82 and 200 ms, respectively. Number of 

scans was 16384. 
(d) 1D TOCSY-NOESY-TOCSY spectrum with selective TOCSY transfer from H-3axe, non- 
selective NOESY step and a final selective TOCSY transfer from H-7e acquired using the 
pulse sequence of fig. 5(a). Duration of the first TOCSY, NOESY and the second TOCSY 
step was 82, 200 and 48 ms, respectively. 50 ms half-Gaussian pulses were used and 24576 
scans were acquired. Polarization transfer pathways for the spectrum (d) are depicted on 
a partial structure of 1 shown in the inset. Solid, dotted and filled lines represent the first 
TOCSY, the NOESY and the second TOCSY transfers, respectively. (Reprinted with adap- 

tation with permission from ref. [39]. Copyright 1994 Academic Press, Inc.) 
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Fig. 6. (a) Partial 600 MHz 1H spectrum of an oligosaccharide 2. 
(b) A 32 scans 1D NOESY spectrum (pulse sequence of fig. l(a)) with selective excitation 

of H-lb via 47 ms half-Gaussian pulse. The NOE mixing time was 250 ms. 
(c) 1D NOESY-TOCSY spectrum (pulse sequence of fig. l(c)) with an initial NOESY step 
as in (b) and a 95 ms TOCSY transfer preceded by a 47 ms half-Gaussian pulse applied at 

H-3. 5000 scans were accumulated. 
(d) 1D NOESY-TOCSY-NOESY spectrum (pulse sequence of fig. 4(b)). Nonselective trans- 
fer was applied for the second NOESY step (200 ms mixing time). The TOCSY mixing time 
was reduced to 48 ms in order to enhance the transfer to the H-Sb proton compared to the 
(b) spectrum. Water presaturation was applied during the relaxation delay and the second 
NOE mixing time. The polarization transfer pathways are depicted on the partial structure 
of 2 given in the inset. Dotted, filled and solid lines are used for the first NOESY, TOCSY 

and the second NOESY transfer steps, respectively. 
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neighbouring c~-D-glucopyranose (residue b) known to be attached at C-3a. 
A selective NOE transfer from H-lb (pulse sequence of fig. l(a)) yielded, 
besides H-2b, signals of H-2a,3a, and 4a of the heptose (fig. 6(b)). Higher 
order effects between the H-3a and H-4a caused build up of the magnetiza- 
tion of proton H-4a. Although the glycosidic linkage is located at C-3a, the 
NOE was observed also on H-2a which is due to its equatorial position. In 
a subsequent 1D NOESY-TOCSY experiment (pulse sequence of fig. l(c)) 
a selective NOESY transfer from H-lb followed by a selective TOCSY 
from H-3a disclosed a new signal at 3.80 ppm assigned to H-5a (fig. 6(c)). 
The transfer of magnetization did not propagate to H-6a because of a small 
coupling constant J5a,6a. In the final 1D NOESY-TOCSY-NOESY experi- 
ment, the TOCSY step was optimized for the H-3-H-5 transfer. The second 
NOESY transfer yielded a new signal at 4.6 ppm which appeared mainly 
due to the dipole-dipole interaction with H-5a. The signal at 4.6 ppm, which 
is according to a 31P-1H correlation spectrum coupled to phosphorus, was 
assigned to proton H-6. The last NOESY step of this 1D NOESY-TOCSY- 
NOESY experiment was nonselective because it was felt that the amount of 
sample (ca 2 mg) has reached the lower limit and the addition of another se- 
lective pulse might be critical. In general, this practice is not recommended 
and the last step of a multiple polarization transfer 1D experiment should 
be selective. The results provided by this series of selective experiments 
were crucial for locating the phosphorylation site in this residue. 

3.3. 1D ROESY-TOCSY and 1D TOCSY-ROESY 

For situations where the product of the resonance frequency and the overall 
correlation time of a molecule approaches unity NOE effects are close to 
zero. Under these circumstances the proximity of spins in space can still be 
inspected in the rotating flame by the ROESY experiment. This is usually 
the case for small oligosaccharides and oligopeptides at higher magnetic 
fields. 

In a similar manner to the concatenation of NOESY and TOCSY trans- 
fers, it is possible to combine ROESY and TOCSY elements yielding 1D 
ROESY-TOCSY and 1D TOCSY-ROESY experiments [68] (fig. 7). Since 
the ROESY transfer is likely to be applied to smaller molecules with longer 
relaxation times, 270 ~ Gaussian pulses were used in combined experiments 
containing the ROESY transfer. The 270 ~ Gaussian pulse has much better 
phase profile than the 90 ~ half-Gaussian pulse. Consequently, purging of the 
dispersive component was not applied in these sequences. Nevertheless, if 
required, these pulses can be replaced by 90 ~ half-Gaussian pulses in the 
TOCSY step and a 90 ~ half-Gaussian followed by a purging pulse in the 
ROESY step [34]. 

In both 1D ROESY-TOCSY and 1D TOCSY-ROESY experiments [72] 
(figs 7(c), (d)) magnetization was stored along the z axis at the joining point 
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Fig. 7. Concatenation of ROESY and TOCSY polarization transfer steps. 270 ~ Gaussian 
pulses were used in all sequences. Weak r.f. pulse (TB2/27r -- 2.8 kHz) applied off-resonance 
was used to generate a spin-lock field for the ROESY transfer. (a) 1D ROESY; r = 
2(y,-y);  0 = 2x, 2(-x); q~2 ~- 2(y,-y).  In addition all phases are shifted by 90 ~ every 4 
scans. (b) 1D TOCSY ~bl = y , -y ;  ~ = 2x, 2(-x); 052 = y , -y .  (c) 1D ROESY-TOCSY 
and (d) 1D TOCSY-ROESY experiments. The following phase cycling was applied: r ~--- 

y , -y ;  r - -  8y ,  8 ( - - y ) ,  r : 2y, 2(-y); 0 = 16x, 16(-x); r = 2(x, -x) ,  2(-x,x);  
r = 2(y, 2(-y), y), 2(-y, 2y, -y).  

of the two polarization transfer steps. This was achieved by a hard pulse 
applied perpendicular to the spin-lock axis. At this point the transmitter 
frequency was changed and the second selective pulse applied to a selected 
proton. A simple off-resonance low power pulse was used for the ROESY 
spin lock. 

Both methods are illustrated on a model trisaccharide 3, the partial struc- 
ture of which is given in the inset of fig. 8. The intensity of ROEs of H- lb ,  
as measured from the spectrum (fig. 8(b)) obtained by using the pulse se- 
quence of fig. 7(a), was between 5-10%,  which is considerably more than 
the intensity of NOEs in corresponding 1D NOESY spectra at 600 MHz. In- 
traring ROEs were observed to protons H-3b and H-5bax including a three 
spin effect to H-5beq. Small but noticeable TOCSY transfer occurred to 
protons H-2b and H-4b. ROE transfers across the glycosidic linkage were 
registered at H-4c and H-5ceq. 

In the subsequent 1D ROESY-TOCSY experiment (pulse sequence of 
fig. 7(c)), a selective TOCSY transfer was applied from H-4c. During the 
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Fig. 8. 1D ROESY-TOCSY. (a) tH spectrum of the oligosaccharide 3 (5 mg/0.5 ml D20). 
(b) 1D ROESY spectrum of 3 acquired using the pulse sequence of fig. 7(a) with selective 
excitation of the H-lb proton. Duration of the 270 ~ Gaussian pulse and the spin-lock pulse 
(')'Bz/Tr = 2.8 kHz) was 49.2 ms and 0.5 s, respectively. The spin-lock pulse was applied 
333.3 Hz downfield from the H-lb resonance. The time used for the frequency change was 3 
ms. (c) 1D ROESY-TOCSY spectrum acquired using the pulse sequence of fig. 7(c) and the 
selective ROESY transfer from H-lb followed by a selective TOCSY transfer from H-4c. 
Parameters for the ROESY part were the same as in (b). A 49.2 ms Gaussian pulse was used 
at the beginning of the 29.07 ms TOCSY spin lock. 256 scans were accumulated. A partial 
structure of 3 is given in the inset. Solid and dotted lines represent TOCSY and ROESY 

transfers, respectively. 

29 ms long spin-lock, the magnetizat ion of H-4c which has been built up 

due to the ROE with H- lb ,  spread along the entire spin system of the ring c 
(fig. 8(c)). 

The 1D TOCSY-ROESY exper iment  is illustrated on the same molecule 

using the pulse sequence of fig. 7(d). This time the magnetizat ion of H- 
4c was generated during the initial selective TOCSY transfer from H - l c  
(fig. 9(b), pulse sequence of fig. 7(b)). In the subsequent 1D TOCSY- 
R O E S Y  experiment,  the ROE transfer from H-4c confirmed the expected 
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Fig. 9. 1D TOCSY-ROESY. (a) aH spectrum of oligosaccharide 3 (5 rag/0.5 ml 0 2 0 ) .  (b) 1D 
TOCSY spectrum acquired using the pulse sequence of fig. 7(b) and a selective excitation of 
H-lc by a 49.2 ms 270 ~ Gaussian pulse. Duration of the spin lock was 132.7 ms including 
two 2.5 ms trim pulses. 32 scans were accumulated. (c) 1D TOCSY-ROESY spectrum 
acquired using the pulse sequence of fig. 7(d) with initial selective TOCSY transfer from 
H-lc and selective ROESY transfer from H-4c. Parameters for the TOCSY part were the 
same as in (b). A 49.2 ms 270 ~ Gaussian pulse was used at the beginning of the ROESY 
transfer. A 500 ms ROESY spin-lock pulse ('yt32/27r = 2.8 kHz) was applied 1000 Hz 
downfield from the H-4c resonance. The time used for the frequency change was 3 ms. 128 
scans were accumulated. A partial structure of 3 is given in the inset. Solid and dotted lines 

represent TOCSY and ROESY transfers, respectively. 

spatial  p rox imi ty  of  this pro ton  to H-2c  and H-5ceq within the same  res idue  

as well  as that  to the H - l b  of  the ne ighbour ing  r ing (fig. 9(c)). A smal l  

a m o u n t  of  magne t i za t ion  was t ransfer red  to the H-3c  pro ton  due to the 

T O C S Y  transfer.  

3.4. 1D TOCSY- TOCSY and 1D N O E S Y - N O E S Y  

These  two expe r imen t s  are different  f rom prev ious ly  d i scussed  t echn iques ,  

s ince they are conca tena t ions  of  two ident ical  polar iza t ion  t ransfer  steps. 

There  are var ious  reasons  why  these  expe r imen t s  are benef ic ia l  to spec-  
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Fig. 10. Concatenation of two identical polarization steps. 
(a) 1D TOCSY-TOCSY experiments with half-Gaussian pulses. The following phase cycling 
was applied: r = y , - y ;  r  - -  8y, 8(-y); q~3 : 2y, Z(-y); r = 2(x,-x);  r = 

2(y, 2(-y), y), 2(-y, 2y,-y) .  
(b) 1D NOESY-NOESY experiments. The 180 ~ selective pulse consists of a DANTE-Z 
pulse train (O ~ (r ~ (r where 2nO = 180 ~ rNOE1 and rNOE2 are the two 
NOE intervals. The following phase cycling was used: r = x , -x ;  r  ~- 16x, 16(-x); 
r = x; r = 2x, 2(-x); r = 4x,4(-x),4y, 4(-y); the receiver phase cycle r = 
x, 2(-x), x , -x ,  2x , -x ,  y, 2(-y),  y , -y ,  2y , -y  was incremented by 180 ~ every 16 scans. 
Alternatively, the DANTE-Z pulse can be replaced by a 180~162 selective Gaussian pulse 

applied on- and off-resonance on consecutive blocks of two scans. 

tral assignment and solving structural problems. The 1D TOCSY-TOCSY 
experiment is discussed first. 

Let us consider a problem of selective excitation of two or three severely 
overlapping broad signals, a typical situation for large molecules, e.g., 
polysaccharides. Conventional means of selective excitations are bound 
to fail here. Both selective pulse and chemical-shift-selective filter, which 
would have a potential to resolve the degree of overlap, are too long com- 
pared to the life time of spins dictated by their short spin-spin relaxation 
times. On the other hand there is a possibility that some of the coupling 
partners of the overlapped protons will be reasonably separated and could 
be used as a convenient handle for disentangling the individual spin sys- 
tems. It is therefore more appropriate to give up on attempts at selective 

excitation of one of the overlapping protons and to settle for a semiselec- 
tive excitation of all of them for the first TOCSY step. When sufficiently 
isolated signals are discovered by varying the length of the mixing period, 
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the second TOCSY transfer is initiated from some of these protons during 
the second TOCSY step in a series of 1D TOCSY-TOCSY experiments. 

Concatenation of two TOCSY steps in a 1D TOCSY-TOCSY experi- 
ment [72] is a straightforward matter (fig. 10(a)). After the initial TOCSY 
transfer, the magnetization is returned to the z axis by a nonselective 90 ~ 
pulse applied perpendicularly to the spin-lock axis. The cartier frequency 
is changed and the second 90 ~ selective pulse applied to a different proton 
followed by the second TOCSY spin-lock period. 

The 1D TOCSY-TOCSY experiment is illustrated by the identification 
of two partial spin systems of a capsular polysaccharide 1, starting with 
two overlapping protons H-la and H-lb. A 20 ms half-Gaussian pulse 
was used in an exploratory 1D TOCSY experiment (pulse sequence of 
fig. 1 (b)). It has been found (fig. 11 (b)) that although the corresponding H- 
2 protons overlapped partially, H-3a and H-3b were separated completely. 
In the following 1D TOCSY-TOCSY experiments, using the pulse sequence 
of fig. 10(a), the second TOCSY transfer was initiated from protons H-3a 
and H-3b, respectively. The two spectra (fig. 1 l(c), (d)) clearly separate 
both partial spin system of a and b residues. 

The 1D NOESY-NOESY experiment, which is an 1D analog of the 3D 
NOESY-NOESY technique [74], is able to differentiate between direct NOE 
signals and those which arise from spin diffusion. In fact, this technique can 
pin-point from which proton the spin diffusion arises. When spin-diffusion 
signals are identified and assigned, they are valuable supplement to regular 
NOESY peaks. Modification of the 1D NOESY experiment which leads to 
the 1D NOESY-NOESY technique [72] is shown in fig. 10(b). The mixing 
interval of a regular 1D NOESY experiment is divided into two parts sep- 
arated by a 180 ~ selective pulse applied on- and off-resonance on alternate 
two scans blocks. A proton which is suspected to be the source of spin dif- 
fusion is selectively inverted. The phase of receiver is modified accordingly 
and only NOEs from the selectively inverted proton, which have been built 
up during the second mixing period, are observed. 

The use of 1D NOESY-NOESY experiment is illustrated with the O-chain 
polysaccharide (4) from Proteus mirabilis [75]. The 1D NOESY spectrum of 
4, acquired using selective excitation of H-1 d and a mixing time of 200 ms 
(fig. 12(c)), showed more signals than expected for the anomeric proton of 
a 13-D-hexopyranose. The 1D NOESY spectrum recorded using a very short 
mixing time of 25 ms (fig. 12(b)) suggested that significant spin diffusion 
took place during the 200 ms mixing time of the previous experiment. Three 
signals suspected to arise from spin diffusion are shaded in the 200 ms 
mixing time NOESY spectrum. Most likely, they originate from the intense 
NOE signals seen in the spectrum recorded with the short mixing time. 
These signals have been identified as belonging to protons H-3b, H-2d 
and H-3d. Two 1D NOESY-NOESY spectra with the selective inversion 
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Fig. 11. 1D TOCSY-TOCSY experiment applied to polysaccharide 1. A partial structure of 
1 is given in the inset together with the polarization transfer pathways. 

(a) Partial ~H 600 MHz spectrum (8 scans) of 1 acquired on 5 mg of the sample at 50~ 
using water presaturation. 

(b) 1D TOCSY spectrum acquired using the pulse sequence of fig. l(b). A selective half- 
Gaussian pulse of 23.5 ms was applied midway between resonances l a and l b followed by 

a 54 ms spin-lock which includes two 2.5 ms trim pulses. 32 scans were collected. 
(c), (d) 1D TOCSY-TOCSY spectra with the second polarization transfer from H-3b and 
H-3a, respectively, acquired using the pulse sequence of fig. 10(a). Duration of the second 
half-Gaussian pulse and the second spin-lock period were 23.5 and 45 ms, respectively. 
256 and 1024 scans were accumulated in the (c) and the (d) spectrum, respectively. Faster 
relaxation in the a residues is the cause of the longer overall acquisition time in the (d) 

spectrum needed to achieve a comparable signal-to-noise ratio with the spectrum (c). 

of H-2d/H-3d and H-3b protons, respectively, are shown in figs 12(d), (e). 

Indeed, all three signals suspected to originate from spin diffusion appeared 
in these spectra. 

Overall,  there is a wealth of spectral information in the spectra of fig. 12. 

Given the knowledge  that the polysacchar ide  4 is composed  from #-D- 
galactopyranos residues only, several suggestions for its structure can be 

made  by careful inspection of these spectra. Starting with a 25 ms 1D 
N O E S Y  spectrum, because of their 1,3-diaxial ar rangement  with respect  to 
the selectively excited proton H- ld ,  two of the signals belong to protons 
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Fig. 12. Spin diffusion in 1D NOESY spectra of the polysaccharide 4. 
(a) Partial 1H spectrum of 4 (10 mg/0.5 ml D20) acquired using 8 scans. 

1D NOESY spectra (b) and (c) were acquired using the pulse sequence of fig. l(a). A 59.2 
ms half-Gaussian pulse was applied to proton H-ld. Mixing time was 25 ms in (b) and 200 
ms in (c). Water presaturation was applied during the relaxation delay and the NOE mixing 

time. 
1D NOESY-NOESY spectra (d) and (e) were acquired using the pulse sequence of fig. 10(b). 
A 59.2 ms half-Gaussian pulse was applied to H-ld in both experiments. H-2d/H-3d and 
H-3b were inverted by a 10 and 15 ms rectangular DANTE-Z pulse at the beginning of 
the second NOE period in (d) and (e), respectively. Duration of the first and second mixing 
period was 100 and 50 ms in both experiments. 512 scans were accumulated and the water 
saturation was applied during the relaxation delay and the second NOE mixing time. Signals 
which appeared due to the spin diffusion are shaded. A partial structure of 4 is given in the 
inset. Solid lines show the transfer of magnetization due to direct NOEs from H-ld. The 

dotted lines mark the origin of the spin diffusion signals. 
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of the d residue (H-3d, H-5d). The two other signals are most likely from 
the neighbouring residue. A signal at 3.70 ppm, was identified as that of 
the H-3d based on the 1D TOCSY transfer from proton H-ld. The same 
experiment revealed that H-2d and H-3d form a high order spin system and 
therefore the magnetization of the H-2d was also created in the previous 
NOESY experiment. The other intense signal at 4.00 ppm was assigned on 
the basis of a 1D TOCSY transfer from H-lb to proton H-3b. One of the 
less intense signals in the 25 ms NOESY spectrum is therefore most likely 
that of H-4b. It is well documented that the equatorial protons in the vicinity 
of the glycosidic linkage give NOE signals with the anomeric protons of 
the neighbouring unit. At this point it was, however, not clear which signal 
of the two low field resonances (4.4 and 4.07 ppm) in fig. 12(b) belongs 
to H-4b and which to H-5d. Neither was the origin and assignment of the 
spin diffusion signals in the 200 ms 1D NOESY spectrum apparent. 

1D NOESY-NOESY spectrum acquired by selective inversion of the H- 
2d/H-3d protons (fig. 12(d)) showed expected 1,3-diaxial NOEs to H-ld and 
to the signal at 4.07 ppm seen also in the 25 ms NOE spectrum. This must 
therefore be the H-5d proton. The spin-diffusion signal at 4.14 ppm is that 
of the H-4d proton, since H-3d and H-4d are in the axial-equatorial relation- 
ship. The presence of a small spin-diffusion signal of H-1 c in this spectrum 
suggested that the e and d tings are linked at 3d or 2d positions. The higher 
order effects are the source of this ambiguity. It has been established by 
other experiments, that the latter is the case. In the 1D NOESY-NOESY 
spectrum obtained by selective inversion of H-3b (fig. 12(e)) two more sig- 
nals were observed besides that for the H-ld. The signal of H-4b appeared 
due to the axial-equatorial position with H-3b, and the signal of H-5b due to 
its 1,3-diaxial arrangement with H-3b. The assignment of these signals was 
based on appearance of H-4b in the 25 ms NOESY spectrum. The intensity 
of H-4b in the 200 ms 1D NOESY spectrum is a sum of the direct NOE 
transfer from H-ld and the spin diffusion from H-3b. Since the b residue is 
an c~-D-galactopyranose, there is no NOE to the H-lb proton in fig. 12(e). 

As illustrated on this example, interpretation of NOESY spectra of 
polysaccharides might be complicated by the presence of spin-diffusion and 
higher order effects. 1D NOESY-NOESY experiment can provide some as- 
sistance in identification and assignment of spin-diffusion signals and thus 
prolong networks of spins experiencing NOE contacts beyond immediate 
neighbours normally detected in NOESY experiments. 

3.5. Chemical-shift-selective filters in multiple polarization transfer exper- 
iments 

As an alternative to selective pulses, chemical-shift-selective filters (CSSF) 
were successfully used in 1D COSY, 1D RELAY and 1D NOESY exper- 
iments when signals partially overlapping, but different in their chemical 
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shifts, were encountered [48-50]. Nevertheless, these techniques fail for 
completely degenerate signals. Under these circumstances, just as in the 
1D TOCSY-TOCSY experiment, the signal selection can be achieved one 
or two steps further along the chain of J-coupled spins. In these experi- 
ments CSSFs can be used for the second selection step instead of a selective 
pulse. Since the CSSFs operate in the xy plane, and therefore are accom- 
panied by evolution of J-couplings, it is advantageous to combine them 
with a polarization transfer mechanism operating via antiphase magnetiza- 
tion. Such experiments contain evolution intervals separated by polarization 
transfer pulses. Conveniently, CSSFs can be incorporated into one of these 
intervals. 

The pulse sequences would typically start with a partially selective COSY 
transfer from all overlapping protons (e.g., anomeric, H-1) to the neighbour- 
ing (H-2) protons. If the chemical shift difference between H-2 protons is 
sufficient (approx. > 5 Hz) the transverse magnetization is filtered through 
this spectral parameter prior to the next event in the sequence. The exact 
resonance frequencies of H-2 protons, which need to be known prior to the 
setting of the experiment are obtained in a preliminary 1D COSY exper- 
iment. In order to enable a CSSF, the nonselective COSY pulse must be 
applied at the frequency of one of the H-2 protons. The necessary phase 
relationship between the selective and nonselective COSY pulses is main- 
tained by shifting the phase of a soft pulse by -27r(u0-//2)7-0, where u0 and 
u2 are the frequencies of the soft and hard pulse, respectively, and 7o is the 
separation between these pulses in seconds. The filtration itself is achieved 
by a gradual displacement of a 180 ~ 1H pulse from the middle of a suc- 
cessive delay, which according to the need of a particular experiment, is 
optimized to yield maximum anti- or in-phase magnetization of the H-2 pro- 
tons. After the filtration an appropriate polarization transfer mechanism is 
employed yielding experiments such as 1D COSY-RELAY, COSY-TOCSY 
or COSY-NOESY. 

3.5.1. 1D COSY-RELAY and 1D COSY-TOCSY 
In a 1D COSY-RELAY experiment [38] (fig. 13(a)) a multistep relay trans- 
fer is applied after the filtration. If the filtration is performed on the H-2 
proton, the CSSF is incorporated into the first spin-echo. If there is not suf- 
ficient chemical shift separation between H-2 protons, the filter is shifted to 
the second spin-echo. The method is illustrated for the separation of the spin 
systems of two terminal/3-glucopyranose residues of a modified LPS (5) 
containing a total of nine saccharide units [76]. The anomeric proton res- 
onances of the two/3-glycopyranoses overlapped almost completely, with 
a chemical shift difference of only 1.9 Hz, while the corresponding H-2 
resonances were separated by 55.0 Hz. The length of the filtration interval, 
71, was adjusted to yield a maximum antiphase magnetization of H-2 pro- 
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Fig. 13. Pulse sequences of combined NMR experiments which use chemical-shift-selective 
filtration for the second selective step. Thin bars represent 90 ~ pulses, and thick bars 180 ~ 
pulses. In all sequences a 90 ~ Gaussian pulse of a duration V-sej was used for the initial 
selection of the magnetization. Teff = Tsel/2 + T0, for a doublet Teff -- 1/2JHH, k marks the 
number of relay steps, i -- 1 , . . . ,  k - 1, Tk intervals are optimized in order to yield a max- 
imum antiphase magnetization for individual polarization transfer steps, A is an increment 
of the CSSF and N goes from 0 to n, n being the number of increments of the filter. ~-r is 
optimized in order to refocus the magnetization prior to the TOCSY or NOESY steps, Tm 
is the NOE mixing interval. The r phase programmes given below must be corrected for 

the frequency change that might occur between the soft and the hard COSY pulses. 
(a) 1D COSY-RELAY. The following phase programmes have been used: r -- 2 (x , -x ) ,  
2 (y , -y ) ;  r = 4y, 4 ( -x) ;  r = 2x, 2 ( -x) ,  2y, 2( -y) ;  r = X; r = 8X, 8y;  r - -  X; 
CV = 2(V, --y), 2(--X, X); r = 2(y, --y), 2(X, --X); r = 2(V, -y ) ,  2 ( -x ,  x), 2 ( -y ,  V), 

2 (x , -x ) ;  r -~- 2(y, - y ) ,  2(x, - x ) ,  2 ( -y ,  y), 2 ( -x ,  x). 
(b) 1D COSY-TOCSY; T> denotes trim pulses of phase r The following phases have 
been used: r = 4(x,-x),4(-x,x); r  ~--- 16y; r -~ 8X, 8 ( - - X ) ;  r ~- 2(y , -y ) ,  
2(-y,y),2(y,-y),2(-y,y); r = 4(-x,x),4(x,-x). In addition, all the phases can 

be shifted by 90 ~ making a 32 item phase cycling. 
(c) 1D COSY-NOESY and (d) RELAY-NOESY with a CSSF on H-2s and back transfer to 
H-1 protons. The following phases have been used in (c) and (d) pulse sequences: r = 
x,-x;  r = 16x, 16(-x),16y, 16(-y); r = 8x, 8( -x) ;  r = 2x,2(-x),2y,2(-y); 
r = 2 ( x , - x ,  - x ,  x, y , - y ,  - y ,  y, - x ,  x, x, - x ,  - y ,  y, y, -y ) ,  2 ( -x ,  x, x, - x ,  - y ,  y, 
- y ,  x , - x , - x ,  x, y , - y , - y ,  y). (Reprinted with adaptation with permission from ref. [38]. 

Copyright 1993 ESCOM Science Publisher B.V.) 

tons with respec t  to H-3 protons.  B e c a u s e  the t ransverse  magne t i za t ion  of  

only two H-2 r e sonances  was  c rea ted  by the initial se lect ive  C O S Y  step, it 

was  not  necessa ry  to run a comple t e  C S S F  for each  spin sys t em separately.  

Instead,  m o r e  effectively,  only two spect ra  were  acqui red  which  dif fered by 

180 ~ in the phase  of  one of  the spin sys tems  involved.  In the first experi-  

m e n t  a 180 ~ 1H pulse  was  appl ied  in the middle  of  the 7-1 interval  and in 

the second  this pulse  was d i sp laced  by 0 .25 / (u2  - u2,) f rom the centre  of  

T], y ie ld ing a 180 ~ chemica l  shift evolu t ion  for H-U at u2, which  was off  

the carr ier  f r equency  u2. The  sum and the d i f ference  of  these  two spectra  

leaves  the r e sonances  of  both  g lucose  units separated.  
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Fig. 14. 1D COSY-RELAY spectra of two terminal glucoses of oligosaccharide 5. (a) Partial 
~H spectrum of 5 at 600 MHz and 27~ Spectra (b) and (c) were acquired using the pulse 
sequence in fig. 13(a) (k = 3) with the initial polarization transfer from overlapping anomeric 
protons of terminal glucoses. Duration of the Gaussian pulse was 50 ms, 7.o = 39 ms, 
7-1 -- 50 ms, ,5 = 9.09 ms, 7-2 = 50 ms, 7.3 = 40 ms, number of scans was 64, relaxation 
delay and acquisition times were 2 and 1.4 s, respectively. N = 0 for the first and N = 1 
for the second spectrum. (d) is the sum of (a) and (b), (e) is the difference between (a) and 
(b). (Reprinted with permission from ref. [38]. Copyright 1993 ESCOM Science Publisher 

B.V.) 

One- to four-step 1D COSY-RELAY experiments were performed in 
order to obtain the assignment of resonances of both /3-glucopyranose 
residues. The three-step RELAY spectra are shown before (figs 14(b), (c)) 
and after (figs 14(d), (e)) editing. Because of higher order effects associated 
with H-2 and H-3 resonances of Glc-II, the corresponding spectrum shows 
worse signal-to-noise ratio when compared to Glc-I subspectrum. A partial 
transfer of magnetization beyond H-5, to H-6 ~, is observed in the Glc-II 
residue for the same reason. 

Using the procedure described above, signals of two spin systems are 
accumulated during the entire experiment and the individual subspectra 
are obtained after editing of the original spectra. This provides a two-fold 
reduction in the total experimental time when compared to 1D experiments 
which employ two selective pulses for the selection of the magnetization 
transfer pathway. 

Mixed phase lineshapes, typical for the multistep RELAY spectra, some- 
times make the identification of individual signals difficult. At the same 
time, for extensive networks of coupled spins, the TOCSY transfer proved 
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Fig. 15. 1D COSY-TOCSY spectra of the oligosaccharide 5 acquired using the pulse se- 
quence of fig. 13(b) with the initial polarization transfer from overlapping anomeric protons 
of two terminal glucoses. (a) Partial 1H spectrum of 1 at 600 MHz after 8 scans. The summa- 
tion (b) and subtraction (c) of two 1D COSY-TOCSY spectra acquired using the following 
parameters for the original spectra (not shown): ~-sol = 50 ms, To -- 39 ms, ~-r = 28 ms, 
A = 9.09 ms, 2.5 ms trim pulse and the total mixing time of 87 ms. The relaxation delay 
was 2 s and the acquisition time was 1.4 s. N = 0 in the first and N = 1 in the sec- 
ond experiment. Number of scans was 128 in both spectra. (Reprinted with adaptation with 

permission from ref. [38]. Copyright 1993 ESCOM Science Publisher B.V.) 

to be more effective. For these reasons it might be beneficial to apply a 
TOCSY transfer instead of a RELAY after the initial COSY and CSSF 
steps. This modification is described next. 

In the 1D COSY-TOCSY experiment [38] (fig. 13(b)) the length of the 

filter, being the Tr interval, was adjusted to give maximum in-phase mag- 
netization for the H-2 protons. The same procedure for separation of two 
subspectra was followed as in the previous 1D COSY-RELAY experiment. 
The results after the summation and subtraction of the original spectra are 
shown in figs 15(b), (c). Because of an absence of the chemical shift terms 
in the isotropic mixing Hamiltonian of the TOCSY transfer, the same signal- 
to-noise ratio was observed in 1D COSY-TOCSY spectra of both Glc-I and 
Glc-II despite the higher order effects seen in the Glc-II subspectrum. The 
TOCSY mixing time was optimized to yield maximum magnetization of 

H-6 protons. A shorter overall time was needed to build up the signals of 
all spins when compared to the 1D COSY-RELAY experiment. 

3.5.2. 1D COSY-NOESY and RELAY-NOESY 
Replacement of the TOCSY transfer in a 1D COSY-TOCSY experiment 
by the NOESY step yields a 1D COSY-NOESY sequence [38] (fig. 13(c)). 
The experiment is illustrated by the determination of NOEs from the H- 
7 proton of a terminal 3,6-dideoxy-4-C-(1-hydroxyethyl)-D-xylohexose (6) 
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Fig. 16. 1D COSY-NOESY experiment on the polysaccharide 6 [77]. The structure of a 
terminal 3,6-dideoxy-4-C-(1-hydroxyethyl)-D-xylohexose is shown in the inset. The COSY 
transfer is depicted using the solid line, while a dotted line is used for the NOESY transfer. (a) 
~H spectrum of 6 at 600 MHz and 50~ (b) 1D COSY-NOESY spectrum acquired using the 
sequence of fig. 13(c) with the initial transfer of magnetization from H-8 and the following 
parameters: T s e i  - - -  100 ms, T0 = 29 ms, Tr  = 32 ms, A = 0.5 ms, N = 0, 1,... ,64, 
Tm= 250 ms. 32 scans were accumulated in each spectrum using an acquisition time of 1 s 
and a relaxation time of 4 s. Water suppression was applied in (a) but not in (b). (Reprinted 
with adaptation with permission from ref. [38]. Copyright 1993 ESCOM Science Publisher 

B.V.) 

of a bacterial polysaccharide [77], which overlaps with other resonances 
in the 1H NMR spectrum. A 1D COSY-NOESY spectrum (fig. 16(b)) was 
therefore acquired with an initial COSY transfer from the CH3 (H-8) protons 
of the hydroxyethyl group. Since it overlapped with another CH3 resonances 
and was also close to additional CH3 signals, it was necessary to apply a 
complete CSSF at H-7, prior to the NOE mixing interval, by shifting the 

180 ~ pulse within a Tr interval in small steps instead of acquiring only two 
spectra as shown in previous examples. The length of the T~ interval was 
at the same time optimized to yield a maximum inphase magnetization of 
H-7. The resulting spectrum shows NOEs from H-7 to protons of two CH3 
groups and several ring protons of the xylose. 

An interesting possibility for assignment of NOEs from two or more 
overlapping anomeric protons is provided by a 1D RELAY-NOESY exper- 
iment [38] (fig. 13(d)). In this experiment the magnetization is transferred 
from H-1 protons to H-2 protons first and after a chemical-shift-selective 
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Fig. 17. 1D RELAY-NOESY spectra of the oligosaccharide 5 acquired using the pulse 
sequence of fig. 13(d) with the initial polarization transfer from overlapping anomeric protons 
of two terminal glucoses in 5. (a) Partial 1H spectrum of 7 at 600 MHz after 8 scans. The 
following parameters were used to acquire the two original 1D RELAY-NOESY spectra (not 
shown): Tsel = 50 ms, TO = 39 ms, A = 9.09 ms, T~ ---- 120 ms, Tr = 64 ms, Tm= 400 ms. 
N = 0 in the first and N = 1 in the second experiment, the relaxation delay was 2 s and the 
acquisition time was 1.4 s. Number of scans was 1024 in both spectra. The summation (b) 
and subtraction (c) of these spectra clearly separates NOEs from both overlapping anomeric 
protons. A partial structure of 5 is given in the inset. Polarization transfer pathways for the 
RELAY and NOESY transfers in Glc-I are shown using solid and dotted lines, respectively. 
(Reprinted with adaptation with permission from ref. [38]. Copyright 1993 ESCOM Science 

Publisher B.V.) 

fil tration at H-2  pro tons  sent  back  to H-1 protons .  A c omple t e  r e focus ing  

o f  H-1 pro tons ,  due  to their  doub le t  character ,  can be  a c h i e ve d  dur ing  the 

r e focus ing  interval  pr ior  to the N O E  mixing .  The  m e t h o d  is i l lustrated us- 

ing the o l igosaccha r ide  5. Two  1D R E L A Y - N O E S Y  spect ra  were  acqu i red  

us ing  a d i f ferent  pos i t ion  of  a 180 ~ 1H pulse  dur ing  the fi l tration interval  

7 1 s imilar ly  to the 1D C O S Y - R E L A Y  and  1D C O S Y - T O C S Y  expe r imen t s  

on 5. The  s u m  and d i f fe rence  o f  the a f o r e m e n t i o n e d  e xpe r ime n t s  are s h o w n  

in figs 17(b), (c). B a s e d  on this exper imen t ,  it was  poss ib le  to es tabl i sh  the 

Glc-I  ~ Glc-III  and Glc-II  ~ Hep- I  s e q u e n c e  in the o l igosaccha r ide  5. 
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Fig. 18. The pulse sequence of a 1D ge-NOESY-TOCSY experiment. 7-NOE is the NOE 
mixing time, 5 are optional delays which can be used for z-filtration [81] or for suppression 
of ROE effects in macromolecules (2 • (6 + "rgrad) = 0.5 • mixing time). DIPSI-2 [78] 
sequence was used for isotropic mixing. Phases were cycled as follows: r = 2x, 2 ( - x ) ;  
r = x, - x ;  ~ = x, 2 ( - x ) ,  x. Rectangular PFGs, G1 = 6 Gauss/cm and G1 = 7 

Gauss/cm, were applied along the z axis for ~'grad = 1 ms. 

In all CSSF experiments filtration was performed immediately after the 
COSY step. Should there not be a sufficient chemical shift separation be- 
tween H-2 protons, the magnetization could be further transferred along the 
spin system and filtered during one of the later spin-echoes. We note that 
such extensive transfer of magnetization can bring some signal attenuation 
due to the relaxation losses and a compromise setting of spin-echo intervals. 

3.6. 1D ge-NOESY-TOCSY 

The pulse sequence of a 1D ge-NOESY-TOCSY experiment [70] (fig. 18) 
follows the general principles outlined in section 2.3. After the two initial 
pulses the magnetization of the selectively excited proton is stored along 
the z axis. The magnetization of all other protons is, however, aligned along 
the y axis and dephased by the subsequent PFG. A significant part of this 
magnetization returns to the z axis during the long NOE interval due to 
spin-lattice relaxation. This is dephased again by another PFG applied after 
the next nonselective pulse, which has flipped this z magnetization back to 
the y axis. On the other hand, the magnetization of the proton which was 
selected for by the selective TOCSY transfer is kept along the z axis due 
to the preceding selective pulses. Isotropic mixing via DIPSI-2 sequence 
[78] takes place along the z axis and the created magnetization is flipped 
to the xy plane by the final nonselective 90 ~ read pulse. The PFG applied 
immediately before the read pulse dephases all the xy magnetization which 
might have been created by the isotropic mixing sequence. A four scan 
phase cycling scheme is needed to remove the magnetization which has 
relaxed to the z axis mainly during the DIPSI sequence. 

The 1D ge-NOESY-TOCSY experiment is illustrated using a LPS O- 
polysaccharide (7) isolated from Proteus mirabilis serotype 0:57 [79]. The 



Concatenation of Polarization Transfer Steps 85 

e \ c 

\ HO 6 0 
0H 0 41 ";(5 ' g H ~  

H .:::.:....:::::~H,..~ --v.. ~ ..........: ..~ 

2e 
1o + 

d) 

+ 
o) 

+ 

la lb 1 ~ ~ _  

, , I J [ , l l , l , l l~ l  , , , l l a , l , [ l l , l l l~ l l ] , ,  ,Wl~ ,~ l , l , , l , l , l l ,~ l , l~ ' l l~W~t l ' '  Ill 'l~l 'fJllm'l~''l 
5.0 4.8 4.8 4.4 4.2 4.0 3.8 3.6 DDm 

Fig. 19. (a) Partial 600 MHz 1H spectrum of 7 (8 scans). 
(b) A 64 scan 1D ge-NOESY spectrum with selective excitation of H-le via 45.5 ms half- 
Gaussian pulse. The NOE mixing time was 200 ms. A gradient-enhanced version of a 1D 

NOESY experiment, as described in the text, was used to acquire the spectrum. 
(c) and (d) 1D ge-NOESY-TOCSY spectra of 7 (pulse sequence of fig. 18) with selective 
NOESY transfer from H-le followed by a selective TOCSY transfer from H-5e in (c) and 
H-3c in (d). The first and the second selective pulses were half-Gaussian pulses of 45.5 and 
72.1 ms, respectively. The NOE mixing time was 200 ms, while the TOCSY transfer was 
set to 25 ms in both spectra. The number of scans was 64 in (c) and 128 in (d). Polarization 
transfer pathways are depicted in the partial structure of 7 given in the inset. Dotted and 

solid lines were used to show the NOESY and TOCSY transfers, respectively. 

1D N O E S Y  spec t rum (fig. 19(b)) of  7 after  se lec t ive  exci ta t ion of  the H-1 e 

pro ton  s h o w e d  severa l  signals.  Since this is an anomer ic  pro ton  of  a / 3 -  

D-ga lac topyranose  res idue,  the m o s t  in tense  signals  seen in this spec t rum 

should  be long  to protons  H-3e,  H-5e  and to a pro ton  f rom the  ne ighbour ing  

res idue  across  the g lycos id ic  l inkage.  The  H-3e  pro ton  has been  identif ied 

f rom a 1D T O C S Y  expe r imen t  start ing at H - l e .  Since the e res idue  is a 
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galactopyranose, the transfer stopped at H-4e and the assignment of the 
H-5e was not obtained. Two 1D ge-NOESY-TOCSY spectra, using the 
pulse sequence of fig. 18, were acquired with the TOCSY selective pulses 
applied at 3.84 and 3.88 ppm, respectively. Signals from higher order spin 
system of H-5e, H-6e,6e' were found in the first spectrum. Because of small 
coupling constant J(H-4e, H-5e) no transfer to H-4e took place. The second 
spectrum showed, in addition to signal at 3.88 ppm, signals of H-lc, H-2c. 
No transfer was registered to proton H-4c because of the small coupling 
constant J(H-3c, H-4c) of this galactopyranose residue. Based on these two 
experiments signals at 3.84 and 3.88 ppm were assigned to H-5e and H-3c 
protons respectively. 

Other combinations of the ge-NOESY and ge-TOCSY sequences can be 
easily created following the above example of the 1D ge-NOESY-TOCSY. 
It should be noted that the amount of magnetization which returns to the 
z axis during mixing intervals is larger for the NOESY experiment, simply 
because this time interval is usually much longer than the one used for 
isotropic mixing. This makes the dephasing of the unwanted magnetization 
by a PFG applied after the first nonselective pulse of the NOESY sequence 
less effective than in the TOCSY experiment. As pointed out elsewhere [67], 
this can be reduced significantly by a 180 ~ pulse applied in the middle of 
the NOE mixing interval. This procedure is recommended for experiments 
where the NOESY transfer constitutes the last step of a pulse sequence. 

4. Conclusions 

It has been demonstrated that the concatenation of selective polarization 
transfer steps in 1D NMR experiments is yet another useful tool of NMR 
spectroscopy. Simple concatenation of several coherent and/or incoherent 
polarization transfer mechanisms results in a unique 1D experiment tailored 
for an individual spectral problem. Typical applications would include cir- 
cumventing the bottleneck in polarization transfer of one mechanism by 
the other, and isolation of overlapping spin systems. The result is a one- 
dimensional spectrum acquired with high digital resolution and in a rela- 
tively short time. Selective pulses and chemical-shift-selective filters were 
used for the necessary signal selection. Since this process takes place in at 
least two stages, the signal separation required for concatenated experiments 
is less stringent compared to simple selective 1D experiments. Pulsed field 
gradients enhance the quality of the spectra, in particular the solvent peak 
suppression. Although especially useful for NMR spectroscopy of carbo- 
hydrates, the basic ideas behind these techniques are generally applicable 
across the whole field of high-resolution NMR spectroscopy. 
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1. Introduction 

There is a bewildering variety of multidimensional NMR techniques avail- 
able to the modem NMR spectroscopist interested in structure elucidation, 
and used in a concerted fashion these provide efficient and economical 
tools for determining chemical structures. There is a trade-off implicit in 
the use of multidimensional experiments, between the volume of informa- 
tion that they provide and the minimum time taken to perform them; in 
most cases the extended experimental duration is more than compensated 
for by the wealth of structural information revealed. For a small proportion 
of structural problems, however, such experiments may provide far more 
information than is actually required, and where only a few critical param- 
eters need to be measured they may represent a far from efficient use of 
spectrometer time. 

Where multidimensional experiments provide an embarras de richesse, 
it may be preferable to exploit selective excitation methods [1] in order 
to focus on a few critical parameters or regions of a spectrum: the gen- 
erality and broadband character of multidimensional spectroscopy are lost, 
but the ability to resolve individual signals may be improved and it may 
be possible to exploit the available nuclear signal in a significantly more 
effective way, improving sensitivity and reducing experiment time. Such 
experiments often have the added advantages of conceptual simplicity and 
ease of interpretation. 

This chapter concerns a heteronuclear experiment, selective reverse IN- 
EPT, that provides a simple way to extract from a complex and overlap- 
ping proton spectrum the signals of those protons coupled to a particular 
heteronucleus. The heteronucleus will be assumed here to be carbon-13, 
although there are many other possibilities. There are at least three rea- 
sons for wanting to edit a proton spectrum in this way. One is to lift an 
unwanted degeneracy between two protons which have the same chemical 
shift but are bonded to different carbons, for example in order to measure a 
proton-proton coupling constant. Another is to allow a particular long-range 
proton-carbon-13 coupling constant to be measured, with good signal-to- 
noise ratio and without interference from overlapping signals. A third is 
to allow homonuclear proton-proton decoupling experiments to be carried 
out in a degenerate spin system, for example to determine the coupling se- 
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quence in a spin system containing a chain of coupled protons, two of which 
have the same shift. Two-dimensional experiments exist in all three cases 
that can provide the required information; for example, proton-proton mul- 
tiplet structure in overcrowded spectra can be determined using an HMQC 
experiment [2] without heteronuclear decoupling in f2, long-range proton- 
carbon-13 couplings can be extracted from HMBC spectra [3], and coupling 
sequences in degenerate systems can be traced using HMQC-TOCSY [4]. 
The advantages of using a selective experiment are that the minimum ex- 
periment duration is sharply reduced, coherence can be channeled where 
it will be most informative instead of being distributed across a range of 
signals, and the results of the 1D experiment can be significantly easier to 
analyze than the corresponding 2D spectrum. 

There are of course many possible ways to achieve 1D spectral editing 
of carbon-13 satellites in proton NMR, particularly where an instrument is 
available that is equipped with actively shielded pulsed field gradients. For 
any given application there will often exist a more efficient experiment than 
selective reverse INEPT; on the other hand, selective reverse INEPT will 
give good results in a wide variety of applications, and is easy to set up 
and predictable in its results. Although advantage can be taken of pulsed 
field gradients where available, these are not essential to the success of 
the experiment, which can achieve clean editing without their assistance 
by the combined use of presaturation and phase cycling. Other polarization 
sequences can of course be substituted for INEPT, for example DEPT [5], 
but these generally require longer delays and hence give poorer signal- 
to-noise ratio where polarization is being transferred through long range 
couplings. 

2. Experimental methods 

The INEPT (Insensitive Nuclei Enhanced by Polarization Transfer) exper- 
iment [6, 7] was the first broadband pulsed experiment for polarization 
transfer between heteronuclei, and has been extensively used for sensi- 
tivity enhancement and for spectral editing. For spectral editing purposes 
in carbon-13 NMR, more recent experiments such as DEPT, SEMUT [8] 
and their various enhancements [9] are usually preferable, but because of its 
brevity and simplicity INEPT remains the method of choice for many appli- 
cations in sensitivity enhancement, and as a building block in complex pulse 
sequences with multiple polarization transfer steps. The potential utility of 
INEPT in "inverse mode" experiments, in which polarization is transferred 
from a low magnetogyric ratio nucleus to protons, was recognized quite 
early [10]. The principal advantage of polarization transfer over methods 
such as heteronuclear spin echo difference spectroscopy is the scope it offers 
for presaturation of the unwanted proton signals, which allows clean spec- 
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Fig. 1. Pulse sequence for selective reverse INEPT. The time-shared homonuclear decoupling 
during acquisition is optional, and a variety of simplifications may be made to the sequence 
depending on the instrument used and on the spin system under investigation, as discussed 
in the text. A DANTE sequence is shown as the selective 90 ~ carbon-13 pulse, but this may 
be replaced by a soft pulse or some other form of selective excitation. Phase cycling for this 

sequence is summarized in table 1. 

tra to be obtained without the need for pulsed field gradients and without 
placing excessive demands on instrument stability. Making the polarization 
transfer selective [ 11 ] allows the carbon-13 satellites for coupling to a given 
carbon to be extracted from a complex proton spectrum; by adjusting the 
delays involved in the pulse sequence, transfer can be achieved through 
one-bond couplings only, long range couplings only, or through both. 

Figure 1 shows a general purpose selective reverse INEPT pulse sequence 
that is applicable to all three classes of problem mentioned above. The 
experiment starts with a period of modulated irradiation of the proton spins, 
with the proton transmitter approximately on resonance for the protons 
of interest, followed by pair of orthogonal proton spin lock pulses. The 
modulated irradiation gives a moderately efficient presaturation of all the 
proton magnetizations while allowing the nuclear Overhauser enhancement 
of the carbon magnetization to build up; coherent irradiation at exact proton 
resonance may be used if modulation is difficult to implement. The spin lock 
pulses purge the residual transverse magnetization left by the preirradiation, 
using the inhomogeneity of the proton radiofrequency field to disperse it 
as evenly as possible over the B loch sphere. At this point a homospoil 
pulse may be applied, if available, to dephase further any remaining proton 
transverse magnetization. A short delay should be left for the main field B0 
to settle if the Z1 shim coil, rather than a shielded gradient coil within the 
probe, is used to provide the homospoil pulse, as is generally the case on 
older spectrometers. Depending on the stability of the spectrometer used, 
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the natural abundance of the heteronucleus, and the dynamic range of the 
spectrum, it may be possible to dispense with one or more of the three 
sequence elements (the presaturation, the spin lock pulses and the homospoil 
pulse) used to attenuate the initial proton magnetization. 

At this point the proton magnetization has been minimized, and the 
carbon-13 longitudinal magnetization is ready to be excited. A pulse or 
pulse sequence is applied to carbon-13 to generate carbon transverse mag- 
netization, which is then allowed to evolve under the heteronuclear coupling 
until an antiphase state is obtained. For convenience, the carbon-13 trans- 
mitter is usually set to exact resonance where this is possible. For selective 
excitation a soft pulse, shaped or rectangular, or a DANTE sequence may 
be used; for semiselective excitation a band-selective pulse or a 90 ~ pulse 
pair may suffice; for nonselective polarization transfer, a simple 90 ~ pulse 
is used. The advantages of using DANTE rather than a soft pulse are that 
there is no need to change the carbon-13 transmitter power level, and that 
any problems with the carbon-13 radiofrequency phase varying with pulse 
amplitude are avoided. Proton irradiation is continued during the selective 
pulse or pulse sequence in order to decouple the carbon-13 from protons, 
and then the decoupling is gated off to allow the heteronuclear coupling to 
act during the 27- delay. 

The length of the delay 2r  depends on the nature of the spin system 
and on the coupling constant through which coherence is to be transferred. 
If protons are denoted I and carbon S, then for an InS spin system the 
polarization transferred varies as 

S(2r)  - cos n-1 (2~Jcur)  sin(2~JcHr), 

where JCH is the carbon-13-proton coupling constant. For CH, CH2 and 
CH3 spin systems with a typical one-bond coupling 1JCH of 135 Hz, the 
optimum values of 27- are 3.70, 1.85 and 1.46 ms, respectively. The 180 ~ 
carbon-13 and proton pulses may be omitted if 2r  is reasonably short (say 
<50 ms) and the carbon transmitter is on exact resonance, since/3o field 
inhomogeneity and off-resonance effects should be of little importance in 
such circumstances. Where polarization transfer through the much smaller 
long range couplings is required, however, omitting the refocusing pulse is 
likely to lead to significant loss of signal (and, potentially, some interest- 
ing lineshapes, as the efficiency of polarization transfer will become spa- 
tially dependent). The coherence transfer is effected by the 90 ~ proton and 
carbon-13 pulses, which generate transverse proton magnetization which 
is antiphase with respect to the carbon coupling; the order of the pulses 
is immaterial. At this point a further modulated spin echo could be used 
if proton magnetization in-phase with respect to carbon-13 were required, 
but this is rarely the case since a selective polarization transfer experiment 
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should not encounter any problems of overlap with extraneous signals in 
the proton spectrum. 

Where the object of the experiment is to elucidate proton-proton connec- 
tivities in a spin system which is degenerate in the absence of carbon-13, 
during the delay 2r the proton transmitter is moved to the frequency of the 
proton(s) to be irradiated, and immediately after the proton 90 ~ pulse time- 
shared homonuclear decoupling is initiated. On most two-channel spectrom- 
eters this will require explicit programming of interleaved proton pulses and 
acquisition of data points, since the second channel will be set up to provide 
the carbon-13 pulses. Moving the proton transmitter frequency before the 
proton 90 ~ pulse ensures phase coherence between the latter and the local 
oscillator (LO) reference frequency used in the spectrometer receiver, since 
the LO signal is often derived from the same source as the transmitter pulse. 
Spectrometers such as the Bruker AC series that derive the LO signal by 
changing the frequency of the transmitter synthesizer may require hardware 
modifications if pulses and data point acquisition are to be interleaved. 

A typical time-sharing pattern at 500 MHz would be to give a 1 ~ts pulse, 
bracketed by 10 ~ts receiver gating delays, every 200 ~ts dwell time. The 
position of the pulse with respect to acquisition of a data point is not critical 
because of the smoothing effect of audio filtration. The amplitude of the 
pulse is adjusted to give the average irradiation strength u~ ff required for 
homodecoupling, typically in the region of 10-50 Hz. If the amplitude of 
the proton pulses is b'~ ff, the pulse width 7-p and the dwell time 7-d, then 

7-0 

Since the duty cycle in the example given is about 0.5%, a proton pulse 
amplitude u~ ff in the region of 2-10 kHz is required. If rapid level switching 
of the proton radiofrequency field strength is not available, then a constant 
amplitude may be used throughout the sequence, using adjustment of rp 
to control u~ ff, but care must be taken to avoid problems with the proton 
transmitter duty cycle or with power dissipation in the probe. In such cir- 
cumstances it may be necessary to employ time-sharing in the preirradiation 
period as well as during data acquisition. 

Table 1 summarizes a phase cycling scheme suitable for the sequence of 
fig. 1. Where possible the phase of the modulation scheme used for the preir- 
radiation scheme should remain fixed from transient to transient, although 
this may be impractical in some spectrometers. The preirradiation and spin 
lock phases, and the phase of any homodecoupling irradiation during data 
acquisition, are all kept constant as the receiver phase is cycled. This sup- 
presses any proton signals elicited by these fields, while phase alternation 
is used to cancel any remaining signals that do not originate with carbon-13 
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polarization. The phase cycling shown includes EXORCYCLE for the 180 ~ 
carbon-13 refocusing pulse; this may improve the satellite signal strength 
obtained slightly, but also serves to improve the proton lineshape by favour- 
ing those regions of the sample which enjoy good carbon-13 radiofrequency 
field homogeneity. If necessary this effect could be amplified by using a 
540 ~ instead of a 180 ~ refocusing pulse. 

Where pulsed field gradient hardware is available, the sequence may be 
simplified significantly if a factor of two reduction in sensitivity can be 

TABLE 1 
Phase cycling scheme for the selective reverse INEPT 
pulse sequence of fig. 1. Phases are shown in multi- 
ples of 90~ subscripts indicate that a given phase or 
bracketed block of phases should be repeated the stated 
number of times, e.g., the notation (01)2 (13)2 indicates 
the sequence 0101 1313. Phases in the sequence of fig. 
1 other than those listed above remain unchanged in 

successive transients. 

~bl 08 28 18 38 
~b2 (0321 2103)2 (2103 0321)2 

053 1313 3131 
qS~ 0123 

1 H Saturate 

1 8 0  ~ 9 0  ~ 1 8 0  ~ 

Decouple [--] ~ ~ 
'2 

DANTE 90 ~ 

'1~ '1~ '1~ 2 '1~ 2 

1 8 0  ~ 9 0  ~ 

M H 
'1 % 

Acquire with homodecoupling 
I I I I ! 1111111  ........ I I I I I I I I I I I  

~R 

G 
Fig. 2. Pulse sequence for selective reverse INEPT using pulsed field gradients to select the 
coherence transfer echo. The 180 ~ pulse pair in the middle of the 27- delay is not normally 
needed for 7- < 50 ms, and the second proton 180 ~ pulse and first 7-2 delay maybe omitted if 
a linear phase gradient in the resultant spectrum can be tolerated. The second field gradient 

pulse has an area ("/c/'Tn) times that of the first. 
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tolerated. Using matched carbon-13 and proton gradient pulses to select the 
coherence transfer echo can give excellent suppression of unwanted proton 
signals even in the absence of preirradiation, spin lock pulses or phase 
cycling, although the preirradiation is still desirable in order to establish 
the nuclear Overhauser enhancement. The minimum sequence is shown 
in fig. 2; since the width of the spectrum of interest will normally be 
little more than a typical one-bond proton-carbon-13 coupling constant, the 
proton 180 ~ pulse and first delay r2 may usually be dispensed with at the 
expense of a linear phase correction. There are, however, a number of more 
complex competing experiments to consider where pulsed field gradients are 
available, for example the SELINCOR experiment with pulsed field gradient 
coherence pathway selection [12]. A particularly versatile experiment would 
be to introduce selective or band-selective carbon inversion pulses into the 
excitation sculpting sequences of Shaka and coworkers [13]. 

3. Sample applications 

The use of carbon-13 satellite spectra to gain access to proton-proton cou- 
pling constants in systems with degenerate chemical shifts has been com- 
mon practice for many years [ 14]. The frequency displacement of (1/2) 1JcH 
introduced by the presence of a carbon-13 bonded to a given proton in an 
otherwise degenerate spin system is sufficient to render most couplings 
nearly first order. Figure 3 illustrates the use of a reverse INEPT experi- 
ment to reveal the long range and one-bond satellites in an aqueous solution 

j 

i I ' I . . . . . . .  I '"1 
1 O0 Hz 50 0 -50 - 1 O0 

Fig. 3. Long range and one-bond carbon-13 satellite spectrum of a 5% w/w solution of 
ethanediol in D20 at 94~ 16 transients were measured on a Varian Associates Unity 500 
spectrometer using the sequence of fig. 1, with 2.5 s presaturation, a r value of 100 ms, 
spin lock pulses of 450 ~ts, no homospoil pulse, and no homodecoupling during acquisition. 
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of ethanediol at 500 MHz; proton multiplet structure appears in-phase, and 
carbon-13 in antiphase. The delay 2~- was set to 200 ms here in order to 
excite polarization transfer through both the one-bond and the two-bond 
couplings. The long range satellites in the centre of the spectrum arise 
from the isotopomer in which the methylene protons seen are bonded to 
lec and the other methylene protons to 13C, and the one-bond satellites at 
the edges from the converse isotopomer in which 13C and lec  nuclei are 
exchanged. 

This system is of interest because of the uncertainty of the position of 
the rotameric equilibrium [15]. The two vicinal coupling constants, 3.82 
and 6.28 Hz, can be determined from this spectrum with good accuracy 
(-t-0.02 Hz). Unfortunately the interpretation of these values is far from 
straightforward. The Haasnoot equation [16] has an estimated accuracy of 
about +0.5 Hz; indeed model compound data for t h e - O C H e C H z O -  frag- 
ment suggest that this may be an underestimate of the root mean square 
error. Using the recent reparametrization of the Haasnoot equation for aque- 
ous solutions [17] to predict the coupling constants in rotamers with the 
oxygens gauche and trans, the only safe conclusion that can be drawn is 
that the contribution of trans rotamers in aqueous solution is less than 20%, 
corresponding to a minimum energy difference between gauche and trans 
rotamers of about 2 kJ mo1-1. 

The combination of presaturation with phase cycling in the sequence 
of fig. 1 ensures that it remains suitable for use in older spectrometers 
with limited stability. Figure 4 shows illustrative spectra of a solution of 
menthone in acetone-d6 obtained at 300 MHz. The normal proton spectrum 
of menthone is strongly coupled at 300 MHz, but the use of selective 
reverse INEPT to enforce selective filtering through individual carbon-13 
sites ensures that at least one of the one-bond carbon-13 satellites is weakly 
coupled for each proton. Traces (b) and (c) illustrate the point; protons 6 
and 7 are very strongly coupled in the normal proton spectrum, but all four 
multiplets in the two satellite spectra are approximately first order. The 
lifting of the degeneracy between H6 and H7 allows the vicinal coupling 
across the isopropyl-ring linkage, to be measured, and also reveals a long 

...._+ 

Fig. 4. (a) 300 MHz proton spectrum and (b)-(e) selective reverse INEPT spectra of 28% 
menthone (Aldrich) in acetone-d6, measured using a 5 mm sample in the 10 mm broadband 
probe of a Varian Associates XL300 spectrometer using the sequence of fig. 1. The sample 
contains substantial quantities of isomenthone, seen clearly in the methyl region of trace (a). 
Spectra (b) to (e) used selective excitation of carbon sites 6, 7, 2 and 8, respectively, with 
delays 2-t- of 3.85, 3.85, 1.92 and 1.54 ms. 32 transients were used for each trace; no spin 
lock pulses or 180 ~ pulses were used. Traces (b) to (e) have a vertical scale 1000• that of 

trace (a). No homodecoupling was used during acquisition. 
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Blank Irradiate H1 Irradiate H4 

H2 

I ! '  I' ! I I 
3.75 ppm 3.55 3.75 ppm 3.55 3.75 ppm 3.55 

H3 

Fig. 5. Selective reverse INEPT spectra for the tigogenin glycoside 1, using a 10% w/w 
solution in dmso-d6. A 5 mm inverse probe was used on a Varian Associates Unity 500 
spectrometer. The sequence of fig. 1 was used to measure one-bond satellite spectra for the 
two carbon-13 sites known to be bonded to protons H2 and H3 of the branching glucose. 
Low field satellite multiplets are shown (left) without irradiation during data acquisition, 
and (centre and fight) with time-shared homonuclear decoupling during acquisition of H1 
and H4, respectively. 480 transients were recorded in 15 minutes for each of the 6 spectra. 
Quadrature spin lock pulses of 450 ~s were used following a preirradiation period of 1 s. 
A homospoil pulse of 8 ms duration was followed by a 12 ms recovery delay. Selective 
excitation used a DANTE train of 148 carbon pulses of 0.5 ~ts width, with time-shared 

decoupling using 2.5 ~ts pulses and a spectral width of 5 kHz. 

range coupling of  1.2 Hz to H6. Frequently one satellite of  a given proton 

is strongly coupled and one first order, as in trace 5(d) for methylene  2 of 

menthone:  the high field satellites of  both the protons are strongly coupled 

(as are the multiplets in the conventional  proton spectrum), but the low field 

satellites are approximately  first order. 

The use of  selective reverse INEPT with homonuclear  decoupling is 

illustrated by fig. 5, which shows high field one-bond carbon-13 satel- 
lite spectra for protons H2 and H3 of the branching glucose of the pen- 

tasaccharide t igogenin glycoside 1 [18], 3-O-[{{/3-D-xylosyl(1 --+ 3)}{/3- 

D-xylosyl(1 --+ 3) /3-D-glucopyranosyl (1  ~ 2)}{/3-D-glucopyranosyl(1 --+ 



The Selective Reverse INEPT Experiment 103 

Xyl _..., r" ~ ' \  - o  

o. _ot v,,b.v  

H O ~ o ~ ' ~ ~ O  HO O O HO 

OH OH 
Xyl' Glu' 1 

Fig. 6. Formula 1. 

4)} } lT-D-galactopyranosyl] (25R)-5c~-spirostan-3/3-ol (see fig. 6). The usual 
2D techniques of DQF COSY, TOCSY, HMQC and HMBC allow almost 
all of the proton and carbon resonances of 1 to be assigned. Unfortunately 
the relatively narrow range of proton chemical shifts in pyranose sugars, 
combined with the large trans diaxial coupling constants, makes strong cou- 
pling very common. The particular problem posed by the proton spectrum 
of 1 here is that the chemical shifts of protons H2 and H3 in the branching 
glucose are almost exactly degenerate. The chemical shifts of the carbons 
bound to protons H2 and H3 are known from the HMQC spectrum, and 
the sugars bound to these carbons can be identified from the long range 
couplings between the glucose ring carbons and the anomeric protons of 
the pendent sugars that are revealed by the HMBC spectrum. This leaves 
the problem of determining which of the two candidate carbons is bound to 
H2 and which to H3. The two protons are effectively indistinguishable in 
the normal spectrum, since the chemical shift difference is only about 0.002 
ppm. In order to determine the sequence of coupled protons H1-H2-H3-H4 
it is therefore necessary to lift the degeneracy by examining the proton 
spectra of isotopomers with carbon-13 in positions 2 and 3. Once H2 and 
H3 have been identified, the assignments of C2 and C3 follow from the 
HMQC data and hence the linkage pattern of the carbohydrate moiety of 1 
can be established. 

Selective excitation of the one-bond carbon-13 satellites corresponding to 
the two candidate carbon signals for C2 and C3 lifts the degeneracy, allow- 
ing a simple homonuclear decoupling experiment to be used to determine 
which of the protons is coupled to H1 and which to H4. Figure 3 shows 
for each of the two carbons the effect on the low field proton satellite of 
(left) no homonuclear decoupling; (centre) irradiating H1 during acquisi- 
tion; and (fight) irradiating H4. The collapse of the top centre and lower 
fight multiplets shows clearly that the proton in the upper traces is H2 and 
that in the lower H3, establishing the assignments of the respective carbon- 
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13 signals and hence (through the long range couplings identified with the 
HMBC experiment) proving that C2 is linked to glucose and C3 to xylose. 

4. Discussion 

The great majority of the structural questions that NMR is called upon to 
address can be tackled with a basic toolkit of perhaps a dozen one- and 
two-dimensional experiments. The challenge of making optimum use of 
scarce spectrometer time is to have the fight experiments available for 
when the basic toolkit proves insufficient. The use of frequency selec- 
tive experiments such as selective reverse INEPT allows simple questions 
about complex spin systems to be answered in a simple way, making good 
use of the available signal and hence minimizing demands on instrument 
time. 
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1. Introduction 

The quantitative measurement of homonuclear (interproton) Overhauser en- 
hancements [ 1, 2] is usually a very important tool for the structure determi- 
nation of organic molecules, in particular when dealing with stereochemical 
aspects such as configuration and conformation, due to the r -6 dependence 
of the enhancements. 

_NOE 6 (1) 

The simplest and most popular experimental method is the well known 
one-dimensional (1D) NOE difference procedure [3], which is very easily 
implemented in any spectrometer and which can be routinely set up even by 
novice spectrometer operators. However, this difference method is based on 
subtraction of the unperturbed spectrum from the NOE-containing one, both 
separately recorded, and therefore the required difference information con- 
tributes only a small part of the recorded signal. Furthermore, the difference 
spectrum is very sensitive to subtraction errors, as well as pulse imperfec- 
tions or missettings, or other spectrometer instabilities, all of which often 
result in prominent phase distortions or other subtraction artifacts which 
prevent the accurate measurement of the desired NOE values. Therefore 
the reliable measurement (or even detection) of enhancements below 1% is 
not generally available using this difference method. 

Two-dimensional methods, such as NOESY [4], can yield a wealth of 
NOE connectivities at once, by simple inspection of cross peaks and, in con- 
trast with the 1D difference method, selective saturation of the target mul- 
tiplet is not required. In addition, quantitative information can be obtained 
by integration of cross-peak volumes. Large, slow tumbling molecules such 
as proteins, with long correlation times ~-~, give large, negative NOESY 
cross peaks, but small typical organic molecules, with much shorter cor- 
relation times ~-c, usually give much smaller, positive NOESY peaks. In 
addition, the use of a single mixing time value (up to a few hundred mil- 
liseconds) in the NOESY sequence prevents the simultaneous achievement 
of the maximum NOE enhancements for all relaxation partners, in contrast 
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with the common situation in difference experiments, which are customarily 
obtained for organic compounds under saturation of the target multiplet for 
several seconds. As a result, 2D NOESY spectra of typical organic com- 
pounds show at most a few of the expected cross peaks, and quantitative 
measurements are not normally derived from such spectra. 

Other 1D methods for measuring NOEs and relaxation rates use selective 
excitation [5]. For quantitative applications the transient NOE method [6] 
has been used for some time. In this method, the target multiplet is selec- 
tively inverted by means of a selective 180 ~ pulse and, after a mixing time 
~-m, the analytical hard 90 ~ pulse provides a measurement of the amount 
of NOE transferred during the mixing period from the inverted proton to 
each of its relaxation partners. The problem is that for highly selective, long 
180 ~ pulses, relaxation occurring during the pulse is no longer negligible. 
Therefore the results at short mixing times tend to be erratic, and relaxation 
rates (which are obtained from the initial slopes of the NOE vs. Tin plots) 
cannot be accurately measured in these cases. 

Much better results are obtained using the 1D counterpart of NOESY 
[7]. In this method, after a first selective 90 ~ pulse on the target multiplet, 
a fixed delay period is inserted in order to maximize in-phase transverse 
magnetization. A subsequent hard 90 ~ pulse converts this maximized trans- 
verse magnetization into - z  longitudinal magnetization, whose relaxation 
(now starting at the well defined time of the first hard pulse) is monitored 
after the mixing period 7m by the last hard 90 ~ pulse, as before. Obvi- 
ously, this 1D-NOESY method requires the same phase cycling procedures 
used for conventional 2D NOESY, and is therefore also based on difference 
spectroscopy, although in a more subtle way than the traditional 1D NOE 
difference method. 

However, both NOE and NOESY experiments can fail for medium-sized 
molecules, in particular when using high field spectrometers, if their mo- 
tional regime is close to the NOE null (cc0~-c ~ 1.12; see eq. (1)). 

The ROESY experiment [8] overcomes this problem by measuring cross- 
relaxation rates in the rotating frame. Their dependence on the correlation 
time, 7c, is now given by 

ROE - + 2 ~'c, (2) 
~ij ~ 1 + w2T2 

and therefore positive ROE enhancements are always observed for 
molecules of all sizes. In the conventional ROESY pulse sequence, after the 
initial 90 ~ pulse which creates transverse magnetization, a spin-lock field 
is applied during the mixing time 7m in order to induce cross-relaxation 
in the rotating frame. However, if this spin-lock field is strong enough, 
it can also give rise to coherent magnetization transfer across J-coupled 
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spin networks, which would end up as TOCSY [9] peaks. Several types 
of spin-lock fields have been proposed to overcome these problems [10]. 
One of the most successful is T-ROESY [11], which effectively suppresses 
TOCSY contributions by using as the spin-locking field an on-resonance 
180~176 pulse train at moderately high power (i.e., bandwidth 
of a few kHz). Again, similarly to NOESY, there are 1D and 2D versions 
of the ROESY experiment using phase-cycling coherence selection. 

2. Coherence selection using pulsed field gradients 

The introduction of pulsed field gradients (PFGs) for coherence selection 
in high resolution NMR [12] as an alternative to conventional phase cy- 
cling [13] has suppressed many of the problems associated with difference 
spectroscopy in both 1D and 2D NMR, and has really opened up the way 
for 3D and 4D NMR measurements in reasonable spectrometer times. Gra- 
dients can conceivably be delivered from any direction in space, but most 
modem commercial spectrometers equipped for PFG work are usually lim- 
ited to gradients in the z-axis direction. These can be delivered for rather 
short times (typically a few milliseconds), with a predefined shape (such as 
truncated Gaussian, for instance) and with peak amplitudes up to several 
Gauss per centimeter. The effect of a z-axis gradient of duration t~ and 
amplitude Gz (with its sign) on a coherence of order p (also with its sign) 
for a nucleus of gyromagnetic ratio 7 would be to induce a dephasing, 
~b(z), which would depend linearly on the z coordinate (i.e., position) of 
that particular nucleus according to 

~b(z) = 27rp'yGztGZ. (3) 

Several such gradients Gi, all of equal duration, applied at different times 
in a particular pulse sequence would each contribute to the total dephasing 
of all coherence transfer pathways, except those for which ~ i  pi~iGi = O, 
for which the cumulative dephasing would be null at all positions. These 
would be therefore selectively rephased at the end of the pulse sequence, 
while all others would remain permanently dephased and contribute noth- 
ing to the final detected signal. This is the basis of the use of pulsed field 
gradients for coherence selection. These gradient-selected spectra are usu- 
ally artifact-free and can be obtained in dramatically short spectrometer 
times. For instance, since only the desired coherences reach the detector, 
2D spectra can be obtained with a single scan per increment of t l. In many 
cases solvent suppression is also very effectively achieved, thus improving 
the dynamic range. Virtually all known phase-cycled 1D, 2D and nD ex- 
periments, as well as their combinations, can be performed under gradient 
selection in much shorter total spectrometer time. 
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Combining selective excitation with PFG coherence selection yields 
gradient-enhanced 1D analogs of 2D experiments. Such a combination has 
been used for the accurate measurement of longitudinal NOEs by means 
of the GOESY experiment [ 14], a gradient-enhanced equivalent of the 1D- 
NOESY method referred to above. Ultra-high quality spectra are obtained 
with the GOESY method, because GOESY spectra show only the signals for 
the selectively perturbed proton (inverted) and that fraction of its relaxation 
partners which has indeed originated by cross relaxation. Therefore, with- 
out subtraction of any unperturbed spectrum, simple inspection of GOESY 
spectra shows directly the desired NOEs, which can thus be reliably ob- 
served even for values as small as 0.03% [14]. 

3. GROESY 

We have developed GROESY [15], a gradient-selected version of the 1D- 
ROESY sequence, for the accurate measurement of cross-relaxation rates 
and Overhauser enhancements in the rotating frame. Gradient selection 
combined with T-ROESY spin lock ensure that only the target multiplet 
and the relevant Overhauser-enhanced signals will reach the detector, and 
therefore the receiver gain can be set to a high value, thus improving sen- 
sitivity. GROESY yields very clean, artifact-free one-dimensional spectra, 
very quickly obtained (typically less than five min. acquisition for a 50 mM 

Fig. 1. Basic pulse sequence and CP diagram for gradient-based spin-locked 1D experiments. 
A 1 : ( - 1 ) : 2  gradient ratio selects N-type data (solid lines) while 1 : ( - 1 ) : ( - 2 )  selects P- 
type data (dashed lines). When SL stands for a z-filtered DIPSI-2 pulse train, a ge-lD 
TOCSY is performed. On the other hand, when SL stands for a T-ROESY pulse train, a 

GROESY experiment is performed. 6 stands for the gradient length. 



Gradient-enhanced Selective 1D ROE Measurements 113 

solution) without the need of a tedious and long phase-cycling procedure. 
GROESY spectra clearly display even very small Overhauser enhancements 
between protons separated up to 4 A. Small indirect enhancements, which 
are normally not visible in conventional phase-cycled or transient NOE 
experiments, can be very clearly observed using moderately long mixing 
times. 

The GROESY pulse sequence is shown in fig. 1. The 90 ~ and 180 ~ 
selective pulses are delivered on the target multiplet, which must be a 
well resolved one. The cluster Gl-180~ in which G2 = - G 1 ,  
ensures dephasing of the magnetization of the selected spin, created by 
the first 90 ~ selective pulse, and also avoids J-coupling evolution prior 
to the mixing period. Cross-relaxation occurs, under T-ROESY spin lock 
(SL), during the mixing period, ~-m. The third gradient, G3, rephases the 
effects of the first two gradients. Any chemical shift evolution during this 
third gradient is refocused by inserting a delay ~ (of duration equal to the 
gradient) and a 180 ~ pulse prior to G3. Such a chemical shift evolution, 
if present at the beginning of acquisition, would produce phase distortions 
in the resulting spectrum. N-type selection is achieved using a 1 : ( - 1 ) : 2  
gradient combination. 

4. Limitations 

The advantages of GROESY have already been pointed out, and can be 
clearly appreciated in the quality of the spectra shown below. However, the 
method has also a certain number of limitations. 

The hardware required for PFG work, although commercially available, 
is not usually included in the basic version of spectrometers. It consists of 
a gradient accessory, a gradient amplifier, a shielded probehead equipped 
with a z-gradient coil and a pulse shaper (which in itself is an integral part 
of the gradient accessory). 

The target, i.e., the proton(s) selectively excited by the selective 90 ~ and 
180 ~ pulses, must appear as a well resolved multiplet. From targets overlap- 
ping with other signals there is still a possibility to obtain clean GROESY 
spectra, using the so-called TORO (i.e., TOCSY-ROESY) method [16]. 
This requires a well resolved proton J-coupled to the overlapping target, 
and uses a selective optimized 1D-TOCSY transfer via J-coupling from the 
former to the target, followed by a selective 1D-ROESY from the latter, 
all under PFG coherence selection. Finally, if no coupling partner of the 
target appears as a well resolved multiplet, a gradient selected 2D-ROESY 
spectrum should still provide the desired Overhauser information. 

In the presence of very strong coupling, i.e., protons displaying a large 
coupling constant with the target, TOCSY contributions might not be com- 
pletely suppressed by a non optimized T-ROESY spin lock, and therefore 
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TOCSY peaks might appear in the GROESY spectrum as if truly due to 
cross-relaxation. This drawback can be corrected by means of a very careful 
calibration of the 180 ~ pulses used for the T-ROESY spin-locking field. 

Finally, due to the use of gradient coherence selection, approximately 
one half of the available signal is lost in GROESY spectra, in comparison 
with the conventional phase-cycled 1D-ROESY. However, the higher set- 
ting of the receiver gain and the far more tolerant stability requirements of 
GROESY result in final spectra of very high quality, which greatly com- 
pensates for this signal loss. 

5. Experimental 

As is the case in most gradient-enhanced pulse sequences, GROESY spectra 
should preferably be obtained with non-spinning samples. In our spectrom- 
eter, a Bruker ARX-400 equipped with an inverse broadband probehead 
incorporating a shielded Z-gradient coil, we have used the following exper- 
imental parameters: 

1) The selective 90 ~ and 180 ~ pulses were of duration 20 and 40 ms, 
respectively, and shaped to a 5% truncated Gaussian. 

2) The three gradients were all of 1 ms duration and shaped to a 5% 
truncated Gaussian. The peak amplitudes for G1, G2 and G3 were, 
respectively, 6, - 6  and 12 G/cm, approximately. 

3) The T-ROESY SL field was achieved with an on-resonance 180~ 
180~ pulse train with an excitation bandwidth "7B1/27r = 2.4 kHz. 
We have used SL durations up to 600 ms. 

4) A minimum two-step phase cycle was used by inverting the selective 
90 ~ pulse and the receiver phases on alternate scans. Exorcycle could 
also be applied on all 180 ~ pulses. 

Using these settings, we have been able to obtain very high quality 
GROESY spectra of reasonable amounts of substances (about 5-10 mg 
in 0.4-0.5 ml deuterated solvent) in less than ten minutes of spectrom- 
eter time. As shown below in several examples, these spectra allow the 
reliable measurement of very small Overhauser enhancements, both direct 
for two spins (i.e., positive) and indirect for three spins (i.e., negative). At 
least in one case, namely brucine [15], using a moderately long mixing 
time of 500 ms, we found a small but very clear positive four-spin indirect 
Overhauser enhancement, transmitted across two intermediate spins, which 
failed to appear when using other methods for the measurement of NOEs. 
This shows the usefulness of the GROESY method. 



Fig. 2. GROESY spectra (aliphatic region) of strychnine, 1, 50 mM in CDC13. (a) Normal spectrum; (b)-(g) GROESY spectra obtained by pulsing 
selectively the protons shown as {proton number} at the left part of each plot. Assignments shown on top of relevant peaks. Trace (b) was obtained 
using a non optimized setting for the 180 ~ pulses of the T-ROESY spin-locking field, and displays a residual TOCSY signal for H-8 (starred), due to its 
high coupling constant with the target H-13 proton. Trace (c) was obtained after careful calibration of these 180 ~ pulses, and shows perfect suppression 
of the residual H-8 TOCSY signal. All spectra were acquired in less than 5 min., using 128 scans, with the settings described in the Experimental 

section (see text). 
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Fig. 3. GROESY spectra of the 1:1 inclusion complex of 4-hydroxybenzoic acid and/3-cyclodextrin (/3-CD), saturated solution in D20. (a): Normal 
spectrum; (b) and (c): GROESY spectra obtained after pulsing selectively the guest aromatic protons H-2 {Ha} and H-3 {Hb}, respectively. The inner 
H-3 and H-5 protons of/3-CD are assigned on the traces. All spectra were acquired in about 40 min., using 1024 scans, with the settings described in 

the Experimental section (see text). 
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6.  E x a m p l e s  

Figure 2 shows the aliphatic region of several GROESY spectra of a 50 mM 
sample of strychnine 1 in CDC13. All spectra were obtained with 128 scans, 
equivalent to less than 5 min. acquisition, using a SL mixing time of 600 ms. 
Both strong and weak Overhauser enhancements can be very easily ob- 
served, due to the high quality of the spectra. Thus trace (b), obtained by 
pulsing the H-13 proton, shows large positive enhancements for H-15a, H- 
14 and H-12, as well as a small indirect negative enhancement for H-15b 
(transferred via H-13 --+ H-15a ---+ H-15b). The indirect nature of this en- 
hancement is immediately evidenced by trace (d), in which perturbation of 
the H-15a proton results in a very large positive enhancement of the vicinal 
H-15b proton, as well as H-13, H-14 and H-16, and a sizeable indirect neg- 
ative enhancement of H-20b (transferred via H-15a ---+ H-15b ~ H-20b). 
The trace with a smaller signal to noise ratio is trace (g), in which the 
relatively isolated H-16 proton was selected. However, clear positive en- 
hancements can still be seen in trace (g) for protons H-15a, H-15b and 
H-17, as well as a smaller one on H-20b. 

Trace (b) (fig. 2) also shows a prominent TOCSY peak for H-8, because 
of its very strong coupling with the antiperiplanar perturbed H-13 proton. 
This TOCSY peak could be filtered out by means of a very careful calibra- 
tion of the 180 ~ pulses used for the T-ROESY spin-locking field, as shown 
in trace (c). 
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Fig. 4. Strychnine structure and numbering. 
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Figure 3 shows GROESY spectra of a D20 solution of the 1 : 1 inclusion 
complex of 4-hydroxybenzoic acid in /3-cyclodextrin (/3-CD). It must be 
recalled that cyclodextrins, owing to their high molecular weight, often 
lie close to the NOE-null motional regime, particularly in the less mobile 
solvents such as water. Thus, NOE determinations could easily fail in these 
cases, while ROESY enhancements, being always positive, should be easily 
measured. Therefore, GROESY is the method of choice for these medium- 
sized molecules. 

The GROESY spectra shown in fig. 3 confirm fully the inner nature of 
the host-guest complex, because pulsing at any of the aromatic protons of 
the guest results in clear enhancements of the inner H-3 and H-5 protons 
of the host, but not at the remaining outer protons of/3-CD. The perfect 
suppression of any residual HDO signal is also noteworthy. 

7. Conclusion 

The combination of selective excitation with pulsed field gradients for co- 
herence selection has greatly simplified the design, testing and implemen- 
tation of new pulse sequences producing cleaner and faster spectroscopic 
measurements. GROESY is one of the archetypal members of this new 
generation of NMR experiments which can produce in just a few min- 
utes the results that a few years ago used to take painful hours to obtain. 
Undoubtedly, using these and other experimental breakthroughs, the NMR 
community will still produce many additional methodologies to improve 
the quality and information contents of their spectra. 

Acknowledgements 

Financial support for this research was provided by DGICYT (Projects 
PB92-0630 and PB95-0636) and CIRIT-CICYT (Project QFN93-4427), 
and is gratefully acknowledged. P.A. thanks the Generalitat de Catalunya 
for a grant. We also thank the Servei de Resson?mcia Magn~tica Nuclear, 
Universitat Aut6noma de Barcelona, for allocating instrument time to this 
project. 

References 

[1] J.H. Noggle and R.E. Schirmer, 
The Nuclear Overhauser Effect (Aca- 
demic Press, New York, 1971). 

[2] D. Neuhaus and M.P. Williamson, 
The Nuclear Overhauser Effect in 
Structural and Conformational Anal- 

ysis (VCH, Weinheim, 1989). 
[3] J.K.M. Sanders and J.D. Mersh, Prog. 

Nucl. Magn. Reson. Spectrosc. 15 
(1982) 353. 

[4] G. Wider, S. Macura, A. Kumar, R.R. 
Ernst and K. Wtithrich, J. Magn. Re- 



Gradient-enhanced Selective 1D ROE Measurements 119 

son. 56 (1984) 207. 
[5] R. Freeman, Chem. Rev. 91 (1991) 

1397; 
J. Keeler, in: Multinuclear Magnetic 
Resonance in Liquids and Solids - 
Chemical Applications, NATO ASI 
Series C, Vol. 322, eds P. Granger 
and R.K. Harris (Kluwer, Dordrecht, 
1990), p. 201. 

[6] M.P. Williamson and D. Neuhaus, J. 
Magn. Reson. 72 (1987) 369. 

[7] H. Kessler, H. Oschkinat, C. Grie- 
singer and W. Bermel, J. Magn. Re- 
son. 70 (1986) 106. 

[8] A. Bax and D.G. Davis, J. Magn. Re- 
son. 63 (1985) 207. 

[9] L. Braunschweiler and R.R. Ernst, J. 
Magn. Reson. 53 (1983) 521; 
D.G. Davis and A. Bax, J. Am. Chem. 
Soc. 107 (1985) 2821. 

[10] C. Griesinger and R.R. Ernst, J. 
Magn. Reson. 75 (1987) 261; 
J. Cavanagh and J. Keeler, J. Magn. 
Reson. 80 (1988) 186; 
A. Bax, J. Magn. Reson. 78 (1988) 
134; 
M. Rance and J. Cavanagh, J. Magn. 
Reson. 87 (1990) 363; 
H. Desveux, P. Berthault, N. Birli- 

raids and M. Goldman, J. Magn. Re- 
son. A 108 (1994) 219. 

[11] T.L. Hwang and A.J. Shaka, J. Am. 
Chem. Soc. 114 (1992) 3157; 
T.L. Hwang, M. Kadkhodaei, A. Mo- 
hebbi and A.J. Shaka, Magn. Reson. 
Chem. 30 (1992) $24; 
T.L. Hwang and A.J. Shaka, J. Magn. 
Reson. B 102 (1993) 155. 

[12] J. Keeler, R.T. Cloves, A.L. Davies 
and E.D. Laue, in: Methods in Enzy- 
mology, Vol. 239, eds T.L. James and 
N. Oppenheimer (Academic Press, 
San Diego, 1994), p. 145. 

[13] J. Keeler, in: Multinuclear Magnetic 
Resonance in Liquids and Solids - 
Chemical Applications, NATO ASI 
Series C, Vol. 322, eds P. Granger 
and R.K. Harris, (Kluwer, Dordrecht, 
1990), p. 103. 

[14] J. Stonehouse, P. Adell, J. Keeler and 
A.J. Shaka, J. Am. Chem. Soc. 116 
(1994) 6037. 

[15] P. Adell, T. Parella, E Sfinchez- 
Ferrando and A. Virgili, J. Magn. Re- 
son. B 108 (1995) 77. 

[16] P. Adell, T. Parella, E S~inchez- 
Ferrando and A. Virgili, J. Magn. Re- 
son. A 113 (1995) 124. 



This Page Intentionally Left Blank



chapter 6 

The DANTE-Z Experiment 

D. Canet 
Laboratoire de Methodologie RMN 
(URA CNRS 406-  LESOC; FU CNRS EO08- INCM) 
Universite Henri Poincare, Nancy 1, B.R 239 
54506 Vandoeuvre les Nancy Cedex 
France 

C. Roumestand 
Centre de Biochimie Structurale 
(UMR CNRS 9955- U 414 INSERM/Universite de Montpellier I) 
15 Avenue Charles Flahault 
34060 Montpellier Cedex 
France 

Methods for Structure Elucidation by High-Resolution NMR 
Edited by Gy. Batta, K.E. KSver and Cs. Szantay, Jr. 
@ 1997 Elsevier Science B.V. All rights reserved 

121 



This Page Intentionally Left Blank



Selectivity has become one of the experimental procedures routinely used 
by the NMR spectroscopist [1, 2]. Its objective is to reduce the measuring 
time with 1D counterparts of 2D (or nD) experiments or to improve the 
spectral resolution in these latter experiments. Selectivity is usually achieved 
by a soft pulse or alternatively by a train of hard pulses of small flip angle 
(the DANTE experiment [3]). Both approaches are equivalent provided that 
the amplitude modulation of the soft pulse is implemented in the DANTE 
train through a modulation of pulse durations [4]. However, the simplest 
soft pulse, i.e., rectangularly shaped (or the equivalent DANTE train with 
pulses of identical durations) exhibits unwanted sinc oscillations on each 
side of the selected region with in addition a strong dispersive component. 
Both these drawbacks can be circumvented by the DANTE-Z variant [5], 
this experiment relying on the selective profile of the z magnetization com- 
ponent. As compared with the profiles of the transverse components, the one 
of longitudinal magnetization possesses the unique feature of much reduced 
sidelobes and, obviously, does not involve any disturbance from the other 
components of magnetization (fig. 1). In order to take full advantage of the 
z component profile (shown at the bottom of fig. 1), one must substract it 
from a profile corresponding to the equilibrium magnetization and perfectly 
flat over the frequency zone of interest. This is achieved by the following 
basic phase cycle 

[(O)x-T-(O)+x-~-]n (Tr/2) (Acq)�  (1) 

where 0 stands for a pulse of small flip angle with 2nO = 7r, r being the 
classical precession interval of the DANTE sequence, and where the (7r/2) 
pulse converts the longitudinal magnetization into transverse magnetization. 
The first step is just a standard DANTE inverting train whereas the sec- 
ond step leaves essentially the longitudinal magnetization at its equilibrium 
value over the frequency range of interest. Substraction of these two results 
yields consequently a transverse magnetization whose profile reflects the 
one shown in the bottom of fig. 1. However, the DANTE trains generate 
unwanted dispersive components which can be eliminated by two further 
phase steps. The complete phase cycling is given in table 1, in accordance 
with the notations of the general DANTE-Z sequence given below 

[(O)~l--T--(O)~2--T]n (7r/2)~3 (Acq)~4. (2) 
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Fig. 1. A comparison of the profiles relative to the three components of magnetization after 
application of an inverting DANTE pulse train. 
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T A B L E  1 

The four-step phase cycle  

of  the D A N T E - Z  sequence. 
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First of all, a four-step phase cycle may appear excessive. Fortunately, 
the two additional steps can be omitted by means of the application of a 
B0 gradient pulse prior to the 7r/2 pulse [6], which has the virtue of defo- 
cusing unwanted dispersive components. Secondly, it remains the problem 
of unwanted (negative) excitations at frequencies equal to (2k + 1) /2r  
(k being an integer); those are specific of the DANTE-Z pulse train, since 
the classical DANTE train involves only positive sidebands at frequencies 
equal to k/7-. Again, these negative sidebands can be canceled by a simple 
modification of the DANTE-Z sequence [6] which becomes 

[ (O)x  (O)+x--7"]n (90) (Tr/2)x (Acq)+, (3) 

where (9o) stands for a B0 gradient pulse, according to the above proposed 
procedure for limiting the number of phase cycling steps. As a consequence, 
eq. (3) represents the most efficient and simple version of the DANTE-Z 
sequence. However, because selectivity is ultimately governed by the total 
duration of the pulse train, and because the r value is dictated by the 
frequency of the first positive side-band (inherent to the classical DANTE 
pulse train), n must be multiplied by two and concomitantly each pulse 
length must be divided by two. This has to be done in order to obtain a 
selectivity identical to that of the original sequence. 

The DANTE-Z sequence has been employed successfully as a 1D substi- 
tute in pseudo 3D experiments [7] and also as a "band-selective" technique 
in multidimensional experiments [8] in order to improve the spectral reso- 
lution. The efficiency of the DANTE-Z procedure over the simple DANTE 
sequence is illustrated by the spectra shown in fig. 2. 

The quality of the profile pertaining to the selected region can be im- 
proved by a modulation of the pulse lengths within the pulse train, which 
mimics the amplitude modulation of a simple soft pulse [8]. Simple mod- 
ulation schemes can be devised for attenuating or even suppressing the 
side-lobes in the vicinity of the selected region (as shown in fig. 3). Alter- 
natively, more elaborated modulation schemes as those of the B URP family 
[9] can be run in the DANTE-Z mode [10]. This mode actually offers a 
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Fig. 3. Experimental profiles (same experimental setting as in fig. 2) (a) of the basic DANTE- 
Z sequence, (b) of DAZ 363, (c) of DAZ 22622 (the actual modulation schemes of DAZ 

363 and DAZ 22622 can be found in ref. [7]). 

+..._ 

Fig. 2. Left: Experimental profiles of the conventional DANTE sequence (top) and of the 
DANTE-Z sequence (bottom). The sample used was 5% H20 in D20 with a tiny amount 
of copper sulfate added (leading to a T~ of approximately 3 s). The different traces were 
obtained by shifting the carrier frequency in 50 Hz steps without readjustment of the spec- 
trometer phase. For each experiment, four scans were acquired in order to perform the 
complete phase cycling of DANTE-Z. Right: (a) The conventional ~H spectrum of a small 
protein (toxin "7:60 residues) in D20 at 318 K; (b) selection of the aromatic region by the 
conventional DANTE sequence; (c) same as (b) using the DANTE-Z procedure. Experi- 

ments were performed at 200 MHz using a "routine" AC200 Bruker spectrometer. 
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Fig. 4. Bottom: the Double-Band-Filtered COSY spectrum obtained by selection through 
DANTE-Z of the Ha region (prior to the evolution interval) and by the selection through 
SPIN-PINGING [11] of the amide region (before the acquisition interval) of toxin % Top: 
the corresponding region of a standard COSY spectrum. Note, in the bottom diagram, the 
considerable increase in spectral resolution as well as the occurrence of additional cross- 
peaks (indicated with asterisks). Experiments were performed at 360 MHz (Bruker AMX360) 
in H20 at 318 K. The 50 W "class C" amplifier of the proton channel was used as transmitter. 
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much  more  convenient  way of setting the instrumental  parameters  of the 

sequence;  the tedious calibration of B U R P  soft pulses reduces to the cali- 

bration of a 90 ~ hard pulse [10]. The benefit  of D A N T E - Z  is exemplif ied 

by the two-dimensional  diagrams of fig. 4. 

Finally, it can be ment ioned that the ideas underlying the D A N T E - Z  

methodology  are closely related to the SPIN-PINGING sequence [11], in 
which the starting configuration is transverse magnetizat ion.  Both methods  

yield roughly the same results and present  the same advantages.  However ,  

as far as the effects of relaxation phenomena  are concerned,  the D A N T E - Z  

sequence appears to be slightly in favor [10]. 
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1. Introduction 

In the past two decades, numerous two-dimensional (2D) and multi- 
dimensional NMR techniques have been developed for the determination of 
homonuclear and heteronuclear spin correlations and the measurement of 
spin-spin coupling constants [ 1 ]. In many cases, especially for medium size 
molecules, many selective one-dimensional (1D) experiments enjoy distinct 
advantages over their 2D counterparts, when only a limited amount of cor- 
relation information is needed. The advantages include the much reduced 
experimental and data processing time, and reduced data storage require- 
ments. One can also use substantially increased digital resolution over the 
corresponding 2D experiments. This is particularly important for samples 
where there are severely crowded spectral regions, and for the precise mea- 
surement of coupling constants. 

In this chapter, the discussion will be focused on the 1D TOCSY (TO- 
tal Correlation SpectroscopY) [2] experiment, which, together with 1D 
NOESY, is probably the most frequently and routinely used selective 1D 
experiment for elucidating the spin-spin coupling network, and obtaining 
homonuclear coupling constants. We will first review the development of 
this technique and the essential features of the pulse sequence. In the second 
section, we will discuss the practical aspects of this experiment, including 
the choice of the selective 1 (shaped) pulse, the phase difference of the hard 
and soft pulses, and the use of the z-filter. The application of the 1D TOCSY 
pulse sequence will be illustrated by examples in oligosaccharides, peptides 
and mixtures in Section 3. Finally, modifications and extensions of the basic 
1D TOCSY experiment and their applications will be reviewed briefly in 
Section 4. 

1 The selective excitation is referred to alternatively as "semi-selective excitation", e.g., in 
refs [5, 6]. It is semi-selective in the sense that for the 1D TOCSY experiment, the whole 
multiplet corresponding to a spin, rather than a component of the multiplet, is selectively 
excited. In this chapter, we will not make this distinction, and the term "selective" is used 
instead in this context. 
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2. Experimental/methodology 

2.1. The pulse sequence 

The pulse sequence for 1D TOCSY is a 1D modification of the origi- 
nal TOCSY experiment [2] introduced by Braunschweiler and Ernst. The 
TOCSY experiment was also referred to as HOHAHA (which stands for 
HOmonuclear HArtman-HAhn) by Bax and Davis [3]. The 1D TOCSY 
experiment was proposed by Bax and co-workers [4, 5], and by Kessler 
et al. [6]. The essential features of the pulse sequence involve the use 
of selective excitation of a desired resonance, followed by a homonu- 
clear Hartman-Hahn (or isotropic) mixing period [2, 7]. That is, the unit 
Pnonsel- t l in the 2D TOCSY pulse sequence is replaced by P s e l -  T, 
where P stands for a pulse (or pulses), t l is the evolution period in the 2D 
experiment and r is a fixed delay. 

Since most of the applications of the 1D TOCSY technique to date did not 
utilize pulsed field gradients (PFG) in the pulse sequence, we will discuss 
the non-gradient versions of the 1D TOCSY pulse sequence in more detail. 
The PFG versions will be briefly discussed in Section 4. In the Bax version 
of the pulse sequence [4, 5], the selective excitation is achieved by a selec- 
tive 180 ~ pulse followed immediately by a nonselective 90 ~ pulse to create 
the transverse magnetization. The difference free induction decay (FID) is 
then obtained from the FID with the selective 180 ~ pulse on-resonance mi- 
nus the FID obtained with the selective excitation off-resonance (or with 
the selective 180 ~ pulse turned off). In the Kessler version of the pulse 
sequence [6], a selective 90 ~ or 270 ~ pulse is used instead to create the 
transverse magnetization for the desired spin. Thus, there is no need to ac- 
quire a difference FID. Both versions of the pulse sequence are shown in 
fig. 1. For the isotropic (or Hartman-Hahn) mixing, the MLEV17 sequence 
[7, 8] is the most frequent choice [4, 5]. Other composite decoupling pulses 
(CPD), such as WALTZ17 [9] and DIPSI [10], have also been used. The 
MLEV17 mixing period is sandwiched between two trim pulses, T, typi- 
cally of about 2-3 ms in duration. The trim pulses are used to capture the 
in-phase magnetization and to dephase the dispersive components. 

The magnetization transfer in the TOCSY experiment involves the in- 
phase magnetization (as opposed to anti-phase magnetization such as in 
COSY). When a 90 ~ Gaussian pulse is used for selective excitation, a delay 
period T, such that T + P/2  = 1 / J  (where P is the length of the Gaussian 
pulse), is sometimes added between the selective pulse and the isotropic 
mixing period to refocus the in-phase magnetization (for doublets) which 
has been converted to anti-phase magnetization at the end of the relatively 
long selective pulse. However, losses due to spin-spin relaxation during this 
delay and the difficulty in refocusing due to many other small couplings 
may make it undesirable to use such a delay. In practice, the duration of 
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Fig. 1. The 1D TOCSY pulse sequence. (a) The Bax version; and (b) The Kessler version. 
The phase 4) for the last 90 ~ pulse and the receiver is rotated synchronously along the four 

a x e s .  

this delay should be optimized to give the best signals in each experiment. 
It is our experience that a short delay (in ~ts) or no delay gives optimal 
signals in most cases. 

In the 1D TOCSY experiment, usually a well-resolved signal is excited 
by the selective pulse, and then the magnetization will propagate during the 
isotropic mixing period through the spin coupling network, by direct cou- 
pling and by multiple step relays. By selectively exciting appropriately cho- 
sen signals, subspectra of the original complex spectrum corresponding to 
isolated spin subsystems in the molecule can be obtained. The subspectrum 
resembles a cross section through the corresponding 2D TOCSY spectrum, 
but usually with much improved digital resolution. The concept of subspec- 
trum is most convenient for molecules such as peptides and oligosaccharides 
where spins (protons) from each amino acid or sugar residue form such an 
isolated spin system and are thus represented by such a subspectrum. 

Homonuclear coupling constants can also be determined from these sub- 
spectra with good digital resolution and relative free of overlap of signals. 

2.2. The choice of selective pulses 

The soft (selective) pulse used for the selective excitation is usually either 
a Gaussian pulse [ 11 ], a purged half-Gaussian pulse (a half Gaussian pulse 
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followed by a hard 90 ~ pulse which is 90 ~ phase-shifted) [12], or a DANTE 
pulse train [13]. These shaped pulses or the DANTE pulse train can nowa- 
days be easily generated in most of the modem spectrometers. The DANTE 
pulses do not require pulse shaping capabilities, and can thus be generated 
even in older spectrometers. The shaped pulses can be generated through 
a pulse shaping unit, generally referred to as the waveform generation unit 
or the waveform memory unit. Alternatively, these shaped pulses can also 
be generated by using a fast-switching linear attenuator to modulate the rf 
amplitude. When Gaussian shaped pulses are used for this purpose, the 90 ~ 
pulse length is typically about 50-100 ms, depending on the selectivity de- 
sired. If the power level of the transmitter cannot be attenuated sufficiently 
to provide a 90 ~ pulse long enough to fall in the 50-100 ms range, a 270 ~ 
Gaussian pulse can be used instead to improve the selectivity. In addition, 
it has been shown that the self-refocusing (of the evolutions due to chemi- 
cal shifts and J couplings) effects of the 270 ~ Gaussian pulse improve the 
phasing properties of the multiplets and consequently it is easier to phase 
the resultant spectrum [14]. Thus, it was suggested that a 270 ~ Gaussian 
pulse is preferred over a 90 ~ Gaussian pulse of the same pulse length in 1D 
TOCSY and in other 1D selective techniques [14]. In our laboratory, a 270 ~ 
Gaussian pulse of about 100 ms instead of a 90 ~ Gaussian pulse is routinely 
used for this experiment. Extensive reviews of the various selective pulses 
for this and other selective techniques are available elsewhere [15]. 

When using the waveform generator to create the shaped pulses, the 
truncation level should be kept low to reduce the spurious excitation due to 
the discontinuity. Usually, a 1% truncation level (compared to the maximum 
amplitude of the shaped pulse) is recommended and is generally used. 

The phase difference between the soft (selective) pulse and the hard (non- 
selective) pulse should also be determined and explicitly incorporated into 
the phases of the hard pulses in the pulse program. The phase difference 
can be determined by taking regular spectra of the actual sample using 
the hard pulse and the soft pulse, respectively. The on-resonance signal is 
phased to absorption mode by using the zero order phase correction only. 
The difference in the zero order phase corrections between these two spectra 
is the phase difference between the selective and the non-selective pulses. 
It should be noted that this phase difference changes with the change of 
sample or the pulse shape, and needs to be determined in each case. 

The length of the MLEV 17 mixing period usually ranges from 20 ms to 
as long as ca. 300 ms. The required length of the mixing period obviously 
depends on the magnitude of the J coupling and on the number of steps for 
the propagation of spin-spin coupling correlations through the coupling net- 
work. At short mixing times (~< ca. 30 ms), only correlations due to a single 
step of propagation and relatively large spin-spin coupling are revealed. At 
longer mixing times, correlations due to small couplings and those due to 
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Fig. 2. (a) 400 MHz partial 1H spectrum of a trisaccharide in CDC13. (b)-(e) 1D TOCSY 
difference spectra with selective inversion of Hi,, by a DANTE pulse train, and mixing 
times of 30, 60, 120 and 180 ms, respectively. 10"rz values (of 16 scans each) were used for 
the z-filter. (Reproduced with permission from Wessel et al. [26a]. Copyright 1991 Verlag 

Helvetica Chimica Acta AG) 
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multi-step propagation will appear. Thus, by systematically increasing the 
mixing time in a series of 1D TOCSY experiments, the propagation of the 
correlations and thus the sequential connectivities in a coupling network 
can be completely deciphered. While it is also conceivable to perform 2D 
TOCSY at a number of mixing times, the reduced experimental time in 
the 1D version makes this procedure much more viable. This procedure 
is frequently not needed in, e.g., peptides where the distinction between 
c~,/3 and 7 spin etc. is usually relatively clear. Thus a single 1D TOCSY 
subspectrum obtained at a long mixing time (> 100 ms) can usually reveal 
all the spins and their assignments in the coupling network (an amino-acid 
residue). It is, however, quite indispensable for assignments in carbohy- 
drates and steroids, where the spins cannot be readily identified based on 
chemical shift considerations alone, and the sequential connectivity infor- 
mation is highly valuable in supplementing the "total correlation" spectra 
for unambiguous assignment. In fig. 2 such an application of the sequential 
connectivities to an oligosaccharide is demonstrated [26a]. 

2.3. The use of  the z-filter 

A z-filter [ 16, 17], which consists of two 90 ~ pulses separated by a randomly 
varied delay Tz (fig. 1), is usually used between the isotropic mixing period 
and data acquisition to remove the dispersive contributions to the lineshape. 
As shown by Sorensen et al. [ 16], co-addition of the TOCSY FIDs from a 
number of varying r~ values removes the zero-quantum coherence (ZQC) 
contributions which are dispersive. This then leaves a pure absorption-mode 
spectrum. The removal of the dispersive contribution to the spectrum is 
particularly important if one wants to make accurate determinations of spin- 
spin coupling constants from the spectrum. Typically, up to about 107-z 
values, ranging from ~ts to about 20 ms, are used. The Tz values should 
cover the range of 0-1/~min, where ~min is the smallest frequency difference 
between the two coupled spins of interest [5]. Even with the use of the z- 
filter, the dispersive components may persist in short mixing times, but 
tend to disappear at longer mixing times, and the lineshape of the spectrum 
approaches perfect absorption mode [4]. 

One obvious disadvantage of using the z-filter is the additional experi- 
mental time required. Since a required number of scans for a complete phase 
cycle (usually 8 or 16 scans, depending on the phase cycling scheme) has 
to be made for each Tz value, a significant increase in the experimental time 
is needed. For practical purposes, if only spin correlations and assignment, 
rather than the accurate measurement of spin-spin coupling constants, are 
desired, one may consider using a limited number of Tz or to skip the z-filter 
altogether, especially if only long mixing time is used. The incorporation of 
pulsed field gradients (PFG) into this experiment [18, 19] (to be discussed 
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later in Section 4) can remove the need for phase cycling and the z-filter, 
and will substantially reduce the experimental time. 

3. Applications 

Since first proposed by Bax et al. [4, 5] and Kessler et al. [6], the 1D 
TOCSY technique has been gaining popularity among NMR spectroscopists 
as well as practicing chemists. The 1D TOCSY technique has been applied 
to the assignment of peptides [6, 12, 19-21], carbohydrates [22-34], steroids 
and alkaloids [35-43], carotenoids [44] and mixtures (of reaction products, 
isomers and diastereomers) [22b, 45-49]. The references cited here may 
represent only a small fraction of the work in the literature reporting the 
use of the 1D TOCSY technique. 

By far the most frequent application of the 1D TOCSY technique has 
been found in the study of carbohydrates. There are several reasons for 
its popularity in carbohydrates. First, the signals of most of the protons 
on the sugar rings are usually crowded into the 3-4 ppm region. Thus 
for carbohydrates with several sugar tings, the overlap of signals in this 
region of primary interest is severe. High digital resolution offered in the 1D 
technique is essential for resolving these signals. Second, the chemical shifts 
of many of the ring protons are quite similar. The sequential connectivity 
information provided by 1D TOCSY performed at incremental mixing times 
is particularly useful for unambiguous assignment. There is one convenient 
spectroscopic feature for carbohydrates for selective 1D techniques in that 
the chemical shifts for the anomeric protons are usually well separated from 
those of the other protons, providing a suitable starting point for selective 
excitation and propagation through the spin coupling network. 

An impressive example can be found in the study of the octasaccharide 
repeating unit of an O-specific polysaccharide isolated from Hafnia alvei 
strain 2 bacteria [25]. The corresponding signals from the three c~-glucose 
residues are only a few Hz apart, so are those from the two /3-galactose 
residues. However, the 1D TOCSY shows remarkable selectivity, and the 
subspectra of all the residues were generated with little cross-talk between 
them (figs 3(a)-(h)). In contrast, the 3.4-3.9 ppm region of the correspond- 
ing 2D spectrum could not be analyzed due to severe overlap of the signals 
because of the much reduced digital resolution. 

For most of the sugars, the propagation of the spin correlation is through 
a linear-spin system. A small coupling in the linear "chain" may cause a 
severe "bottleneck" in the propagation of the magnetization transfer. While 
magnetization transfer is very efficient in, e.g., glucose, where all the 3 j  
are relatively large (~7 Hz), galactose, in which J45 is 1 Hz, is a common 
example of this "bottleneck" problem. An extremely long mixing time is 
usually needed to establish the correlations to protons H5 and H6 (starting 
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from the anomeric proton, H1) in galactose. Sometimes, even long mixing 
times fail to establish these correlations, causing difficulties in assignment. 
A special 1D TOCSY experiment, with two of the protons in the spin 
system simultaneously excited (by using the DANTE pulses), has been 
used to provide solutions to this problem [22a]. 

1D TOCSY was used extensively in the proton assignment and struc- 
tural characterization of glycoalkaloids, such as saponins [29, 35, 37, 38], 
where the assignment of both the steroidal and the carbohydrate parts of the 
molecules can benefit from the sequential connectivity information provided 
by this technique. 

1D TOCSY is also ideal for the study of mixtures. In favorable sit- 
uations, a subspectrum can be generated for each species, without inter- 
ference signals from other components in the mixture, reducing much of 
the ambiguities. 1D TOCSY was applied in a study of three hydrolyzation 
products of carbohydrate-based surfactants, alkanoylgluconolactones [48]. 
The three products, the alkanoylglucono-7-1actone, the alkanoylglucono-~5- 
lactone, and the open-chain alkanoylgluconic acid, are structurally quite 
similar, with all the proton signals of interest in the narrow range of 3.4- 
4.3 ppm. In the 1D TOCSY experiment, by selectively exciting three sepa- 
rate signals, one in each of the three components, and by using incremental 
mixing times (fig. 4), the signals from these three compounds in the mixture 
were separately assigned and identified. Again, the results from 2D TOCSY 
and COSY were much more ambiguous due to overlapping of signals and 
the lower digital resolution. 

Although in the above discussions, proton TOCSY was assumed, the 
1D TOCSY is not limited to protons. In principle, this technique can be 
applied to any abundant spins. We are not aware, however, of any 1D 
TOCSY work on, e.g., 19F or 31p.2 Mons et al. have applied the 2H-ZH 1D 
TOCSY technique to assignment in perdeuterated compounds [50]. 

2 2D TOCSY experiments for 19F [W.I. Bailey. A.I. Kotz, EL. McDaniel, D.M. Parees, 
F.K. Schweighardt, H.J. Yue and C. Anklin, Anal. Chem. 65 (1993) 752] and for 11B [D.J. 
Donohoe, D. Reed and A.J. Welch, Polyhedron 14 (1995) 961] have been reported. The 
corresponding 1D experiments should be equally feasible. 

+_.._ 

Fig. 3. Top: Resolution-enhanced 600 MHz 1H NMR spectrum of the octasaccharide repeat- 
ing unit from Hafnia alvei strain 2 O-specific polysaccharide. (a)-(g) 500 MHz 1D TOCSY 
subspectra with selective excitation of the respective anomeric proton resonances. (h) 1D 
TOCSY subspectrum with the H3eq resonance of the neuraminic acid residue selectively 
excited. (Reproduced (adapted) with permission from Gamian et al. [25]. Copyright 1991 

American Chemical Society) 
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4. Extensions of the basic 1D TOCSY experiment 

In the previous sections, only the basic, non-gradient 1D TOCSY pulse 
sequence, its experimental aspects and applications were described. In the 
following, the more recent modifications and extensions of the basic pulse 
sequence and their applicability to spectral assignments and structural eluci- 
dation will be briefly reviewed. Some of these more sophisticated techniques 
may not be as readily implementable as the basic 1D TOCSY experiments, 
and thus have not yet found wide applications in routine practice. 

4.1. Gradient-enhanced 1D TOCSY 

As of the writing of this manuscript, practically none of the published 
work utilizing the 1D TOCSY technique included the use of pulsed field 
gradients. However, several versions of the gradient-enhanced 1D-TOCSY 
pulse sequence have been published recently [18, 19]. The main advantage 
of the inclusion of the gradients is the elimination of the need for phase 
cycling. In addition, a spin-lock pulse and a pulse field gradient can be added 
at the end of the isotropic mixing period to dephase the ZQC [51 ] and thus 
removing the dispersive contributions to the lineshape. This obviates the 
need to use the time-consuming z-filter to obtain absorption line shape as 
discussed in the non-gradient versions of the experiment in Section 2. It 
was demonstrated that one-scan gradient-enhanced 1D TOCSY gives good 
suppression of undesired signals and good absorption lineshape [18]. 

4.2. 1H chemical shift selective 1D TOCSY 

An alternative to using selective pulses in selective 1D TOCSY has been 
proposed [52]. The frequency selection is instead accomplished by using 
a homonuclear (1H) chemical shift selective filter (CSSF) [53, 54]. The 
chemical shift filter for frequency selection consists of a non-selective 90 ~ 
pulse which is set at the frequency of the selected signal, and a system- 
atic increment of the chemical shift evolution between this pulse and the 

+_._ 

Fig. 4. Top: The regular 1D 1H spectrum of a mixture of alkanoylglucono-~-lactone, 
alkanoylglucono-~-lactone and alkanoylgluconic acid, resulting from the hydrolysis of 
the alkylglucono-~5-1actone. (A)-(D) 1D TOCSY subspectra of one of the components, 
alkanoylglucono-'7-1actone, generated by selectively exciting the H4 signal (indicated by 
an arrow) at 4.336 ppm by a 270 ~ Gaussian pulse of 105 ms. The truncation level was 1%. 
The subspectra for the other two components were similarly generated. The mixing time 
used was 20, 40, 80 and 120 ms, respectively. Note that at short mixing times, dispersive 
components persisted despite the use of the z-filter. However, at a long mixing time, an 
absorption lineshape was obtained. (Reproduced (adapted) with permission from Kwoh et 

al. [48]. Copyright 1995 Elsevier Science Publishing) 
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isotropic mixing period. The magnetization from this selected spin that is 
on-resonance is co-added coherently regardless of the chemical shift evolu- 
tion, while magnetization from other spins is filtered out due to the chemical 
shift modulation of the off-resonance signals during the increment of the 
evolution in the experiment. The advantage of this method is that it does not 
require any additional hardware (for generating shaped pulses, for exam- 
ple). An application to the measurement of homonuclear coupling constants 
has been demonstrated [52]. 

4.3. 13C-filtered 1D TOCSY and 1D HMQC- and HSQC-TOCSY 

The selective excitation of the proton signal can be achieved through a 
heteronuclear spin, to which the proton is bonded, by the HMQC or HSQC 
type of heteronuclear polarization transfer. Many versions of the 1D HMQC- 
TOCSY or HSQC-TOCSY have been proposed. The selective excitation of 
the desired heteronucleus can be accomplished by using a selective pulse 
on the heteronuclear signal [28, 42, 55], or by using either a proton or a 
13C CSSF [52-54]. 

The 13C-filtered TOCSY (or heteronuclear-filtered TOCSY in general) or 
1D HMQC-TOCSY and HSQC-TOCSY experiments are particularly use- 
ful for the determination of long-range heteronuclear coupling constants, 
which is vital to many aspects of conformational analysis of oligosaccha- 
tides [56]. Poppe et al. demonstrated the use of 13C-filtered 1D TOCSY 
to determine the stereospecific assignment of the C-6-methylene protons in 
the glycosidic linkage of oligosaccharides by making accurate measure- 
ments of several long range carbon-proton coupling constants, such as 
3j(C_4, H-6R) and 3 J(C-4, H-6S) [31], and K6v6r et al. [52] used both 
the 1D 1H-CSSF TOCSY and the 13C-filtered TOCSY to determine the 
homo- and hetero-nuclear coupling constants in an enantiomeric mixture 
of amino-acids. These heteronuclear-filtered techniques are also beneficial 
when severe overlap of proton signals prevents the application of con- 
ventional 1D-TOCSY experimental based on direct selective excitation of 
proton signals. 

Gradient enhanced versions of the 1D HMQC-TOCSY and 1D HSQC- 
TOCSY have also been published recently [31, 55]. 

4.4. Double selective 1D TOCSY 

"Doubly" selective 1D-TOCSY experiments have been proposed to specif- 
ically transfer in-phase magnetization from two designated spins [57, 58]. 
This transfer will only take place if the two spins are connected by a scalar 
coupling. This method is achieved by using a double-selective spin-lock 
after the selective excitation of transverse magnetization of a desired spin. 
The doubly selective spin-lock can be obtained by using cosine-modulated 
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selective pulses [57] or by using two interleaved DANTE sequences [58], 
one with pulses of constant phase, and the other with the phase incre- 
mented in small and equal steps to give the effects of an offset in frequency. 
This doubly selective 1D TOCSY technique has been applied to determine 
the coupling constants in peptides containing many identical amino-acid 
residues and are thus hampered by strongly overlapping signals [20, 57]. 

4.5. 1D TOCSY-ROESY and 1D TOCSY-NOESY 

The 1D TOCSY module has been used in many pseudo-3D experiments 
(or alternatively referred to as 1D analogues of 3D experiments in the 
literature) such as 1D TOCSY-NOESY or 1D TOCSY-ROESY experi- 
ments. The TOCSY part of these experiments are similar to that of a 
regular 1D TOCSY where a selective excitation of a desired signal is fol- 
lowed by a MLEV17-type isotropic mixing. The second polarization trans- 
fer (NOESY or ROESY) step can either be non-selective [29, 59-61] or 

selective [62-65]. 
These experiments provide identification of the through-bond spin cou- 

pling network as well as through-space proximity between spins. Examples 
of the application of these techniques have demonstrated the efficiency 
of these techniques in establishing the assignment, sequence and linkage 
site information for oligo- and poly-saccharides [59-60, 62-65], and for 
saponins [29]. 

The double-selective TOCSY-ROESY and TOCSY-NOESY techniques 
are particularly useful. They allow one to measure NOE and ROE corre- 
lations in spectra with high degree of overlap as often found in carbohy- 
drates. In addition to the DANTE, DANTE-Z [66], and Gaussian pulses 
as described earlier for selective excitation, self-refocusing shaped pulses 
such as BURP (EBURP and UBURP) [67] have also been used for this 

purpose [64]. 
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1. Introduction 

Spin-lock pulses are radiofrequency pulses with nominal flip-angles much 
larger than 360 ~ Because of the spatial inhomogeneity of the radio- 
frequency field B1, a spin-lock pulse produces a continuous distribution 
of effective flip-angles across the sample. Consequently, in-phase mag- 
netization with a phase different from the spin-lock axis is defocused 
while the magnetization aligned with the spin-lock axis passes the spin- 
lock pulse unaffected. There is a close analogy between spin-lock pulses 
and pulsed magnetic field gradients (PFG) which is perhaps most strik- 
ingly manifested by the fact that short spin-lock pulses can be used 
for coherence order selection in 2D spectra recorded with a single scan 
per FID [1]. There are, however, also important differences. For exam- 
ple, spin-lock pulses effect a transfer of magnetization via scalar cou- 
plings in TOCSY experiments [2] and magnetization transfer by NOE in 
ROESY experiments [3]. These side-effects are minimized, if the spin- 
lock pulses are short. To achieve coherence order selection by a short 
spin-lock pulse, the pulse must therefore be of high power to obtain 
good averaging of the magnetization by the radiofrequency field inho- 
mogeneity. Alternatively, the probehead can be equipped with a second 
radiofrequency coil which is designed to produce an inhomogeneous B1 
field [4]. 

On conventional probeheads, the B1 field of the 1H radiofrequency coil 
is sufficiently inhomogeneous that high-power spin-lock pulses of about 
0.5 to 3 ms duration largely defocus the magnetization which is not aligned 
along the spin-lock axis. During these short time periods, TOCSY and ROE 
effects are weak and can be neglected. The spin-lock pulses are most readily 
applied, if their power is the same as for hard 90 ~ proton pulses, since this 
ensures the phase coherence of the spin-lock pulse with the other pulses in 
the pulse sequence without any phase adjustments. 

In the following, three different experiments are discussed, where short, 
high-power spin-lock pulses are used to purge the spectrum from undesired 
resonances. The experiments are (i) the 13C HSQC experiment [5], (ii) ex- 
periments with 13C half-filter elements [6], and (iii) NOESY and ROESY 
experiments for the observation of water-protein NOEs [7]. In the first two 
experiments, spin-lock purge pulses are used to suppress the signals from 
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protons not directly bound to 13C. In the last experiment, spin-lock pulses 
are used to suppress the solvent signal immediately before the detection 
period. 

2. 13C HSQC with spin-lock purge pulses 

The HSQC (heteronuclear single quantum coherence) pulse sequence origi- 
nally proposed by Bodenhausen and Ruben in 1980 [5] correlates the chem- 
ical shifts of heteronuclei like 13C and 15N with their directly bonded pro- 
tons. The experiment combines excellent sensitivity with high spectral reso- 
lution, since it uses proton magnetization both as starting magnetization and 
for detection, and heteronuclear couplings are decoupled in both frequency 
dimensions. Furthermore, the evolution of 1H-1H couplings is suppressed 
during the evolution period t l leading to singlets in the F1 frequency dimen- 
sion. These characteristics make the HSQC experiment most useful for the 
detection of 13C-1H and 15N-1H correlations at natural isotopic abundance. 
Because of the low natural abundance of 13C and 15N, however, most of the 
1H magnetization comes from protons which are bound to 12C and 14N. Im- 
perfect suppression of this magnetization results in strong bands of t l noise 
which can totally obscure the weak 13C-1H and 15N-1H correlation peaks. 
A single spin-lock purge pulse inserted into the HSQC pulsesequence de- 
focuses most of the undesired proton magnetization while maintaining the 
proton magnetization of the protons bound to 13C or 15N [8]. 

3. Pulse sequence and product operator description 

Figure 1 shows the pulse sequence of the 13C HSQC experiment supple- 
mented by a spin-lock pulse to suppress the signals from 12C-bound protons. 
The experiment is readily described in terms of Cartesian product operators 
[9]. For a two spin system consisting of a proton spin H coupled to a 13C 
spin C, the relevant coherence transfer pathway is 

90~ (H) T/2-180~ (H,C)-'r/2 SLy (H) 
Hz > Hx > 2HyCz > 2HyCz 

90~x (H),90~ (C) 
> -2HzCy 

tl/2-180~(H)-tl/2 
2HzCu COS( ~2ctl ) 

"r/2-180~ (H,C)-r/2 
90~(H,C) ~ -2HuCz cos(S2ctl) > H~ cos(S2ctl). (1) 

In writing eq. (1), relaxation was neglected and the delay ~- was assumed 
to match 1/[2j(1H, 13C)]. Equation (1) shows that the signal is modulated 
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(I)1 (I)2 ~1 (I)4 

 ,]ri 
(I)3 ~5 

H 

~6 ~4 ~4 

tl 

~7 (I)7 

H 13 0 . . . .  I decouple l  

Fig. 1. Pulse sequence of the t3C HSQC experiment with a spin-lock pulse for the suppression 
of signals from protons not bound to ~3C. Narrow and wide bars denote 90 ~ and 180 ~ pulses, 
respectively. The spin-lock pulse is labeled SL. 7-is set to 1/[2J(~3C, 1H)]. The detection 
period is symbolized by a triangle. Phase cycle: (~1 = 8(y); ~)2 = 2(x, x, y, y); r = r : 

r  - -  8 ( X ) ;  r  - -  4 ( x , - x ) ;  r = 4(x), 4 ( -x ) ;  acquisition = 2(x, - x ,  - x ,  x). The phases 
of the 13C pulses before t l  (r and r are subjected to the States-TPPI scheme [38]. 

with the 13C frequency g2c in F1 and with the 1H frequency in the F2 di- 
mension. It also demonstrates that in the absence of 13C-13C couplings, all 
scalar couplings are decoupled during tl, since the 180~ pulse refocuses 
the 1H-13C couplings, and the Hz operator contained in the term 2HzCy is 
inert with respect to 1H-1H couplings. During signal detection, 13C broad- 
band decoupling can be applied to prevent the evolution of the term Hx 
with respect to the heteronuclear couplings. Note that the spin-lock pulse 
(denoted SL) does not change the coherence and therefore does not spoil 
the sensitivity of the experiment. 

The magnetization from 12C-bound protons is suppressed by the spin- 
lock purge pulse. Denoting the operators of a proton 2-spin system as HA 
and HB, the product operator calculation yields 

o 90y (H) 
HAz ~ HAx 

"r/2-180~ (H,C)-'r/2 
> HAx cos(TrJ~-)+ 2HAyHBz sin(TrJ~-) 

SLy(H) 
> (HAx COS ]3 -- HAz sin/3) cos(TrS~-) 

+ (2HAyHBz cos/3 + 2HAvHBx sin /3) sin(TrJ-r). (2) 

Averaging over all possible flip angles/3 which result from the spin-lock 
pulse, all signals from eq. (2) cancel. It can be shown that this holds for 
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proton spin systems of any size in the absence of scalar coupling to a 13C 
spin [ 10]. 

In practice, the suppression of the signals from 12C-bound protons is not 
complete. In part, this arises from imperfections of the 180~ pulse in 
the delay T. If the chemical shift evolution is not refocused, pure proton 
terms are generated which pass the spin-lock purge pulse. Therefore, the 
suppression of the signals from 12C-bound protons is improved by applying 
the Excorcycle [11] phase cycle to this 180~ pulse [10]. To keep the 
phase cycle short, only the first two steps of Excorcycle can be used. The 
selection of the 13C-1H correlations is further improved by phase cycling 
at least one of the 90 ~ (C) pulses (fig. 1). 

Since water protons are not bound to 13C or 15N nuclei, the water signal 
is also suppressed by the spin-lock purge pulse. In practice, the suppres- 
sion of the water signal is sufficient to record HSQC spectra of protein 
samples dissolved in mixtures of 95% H20/5% D20 without any further 
water suppression scheme [12]. For optimum water suppression the carrier 
frequency must be at the frequency of the water resonance. On resonance, 
the phase of the water magnetization is not affected by imperfections of 
the first 180~ pulse, so that no solvent magnetization ends up along the 
axis of the spin-lock purge pulse. 

4. Experimental example 

Figure 2 shows the 15N HSQC experiment recorded with a cyclosporin 
mutant at natural isotopic abundance without 15N decoupling during acqui- 
sition. The spin-lock purging yields a spectrum virtually free of t 1-noise, 
where besides the cross peaks of the four amide protons even small signals 
from a minor conformational species are visible. The cross peaks are sin- 
glets in the indirectly detected dimension and doublets of doublets in the 
acquisition dimension due to the c~ proton-amide proton coupling constant 
and the one-bond j(1H,15N) coupling constant. 

5. Comparison with the HMQC experiment 

Because of the favorable cross-peak multiplet fine-structure, the HSQC ex- 
periment offers superior spectral resolution over the HMQC (heteronuclear 
multiple quantum coherence) experiment [13, 14]. On the other hand, the 
HMQC experiment works with fewer pulses and is thus less prone to pulse 
imperfections. The real advantage of the HSQC experiment is for mea- 
surements of samples at natural isotopic abundance and without the use 
of pulsed field gradients, since the HSQC experiment lends itself to purg- 
ing with a spin-lock pulse. Spin-lock purging in the HMQC experiment 
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Fig. 2. 15N HSQC spectrum of a 75 mM solution of Pro3-cyclosporin in CDC13 at natural isotope abundance using the pulse sequence 
of fig. 1 without 15N decoupling during acquisition. "/- = 5.7 ms, SL -- 2.5 ms. An additional, short spin-lock pulse was used right 
before signal detection [8]. The projections are shown at the top and on the left. (Reproduced by permission of Academic Press from 

Otting and Wtithrich [8]) 
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is possible only at the expense of additional pulses, e.g., by replacing the 
excitation pulse by a TANGO sequence [15]. The situation looks differ- 
ent, when heteronuclear long-range correlations are to be measured. The 
HMQC pulse sequence is based on a simple spin-echo sequence, where the 
proton magnetization reaches the receiver independent of the presence of 
1H-1H couplings. When choosing a longer defocusing delay ~- in the HSQC 
experiment to achieve correlations via small multiple bond heteronuclear 
couplings, the 1H-1H couplings will evolve significantly during the time 
period 7-. It can be shown that all 13C-1H long-range correlations are still 
present in the "long-range HSQC" experiment even in the presence of the 
spin-lock purge pulse, albeit mostly at decreased intensity [10]. Yet, the 
purging effect achieved by the spin-lock pulse may be essential to over- 
come the otherwise limiting t 1-noise on unstable spectrometers [10]. 

6. Pulse programme for a Bruker D M X  N M R  spectrometer 

30m ze 
1 60m do : f2 

2 3m 
3 lOu 

dl pll:fl pl2:f2 

(pl phl) :fl 
d2 
(d12 pl*2 ph2) :fl 

d2 
(p20 phl) :fl 
4u 
(pl ph4) : fl (p2 
dO 
(pl*2 ph6) :fl 
dO 
(pl ph4) : fl (p2 
d2 
(d12 pl*2 ph4) :fl 
d2 pl12 : f2 
go=l phO cpds2:f2 
30m do:f2 wr #0 if 

;f 1 is the proton channel, 
;f2 is the carbon channel 

;dl=relaxation delay, p l l = p o w e r  level 1H, 
;p 12 =power level 13C 
;p 1 =90 degree 1H pulse 
;d2 -- 1/(4J( 1 H, 13C)) 
(p2"2  ph3 ) - f2 ;p2=90 degree 13C pulse, 

;dl2=p2-pl 

ph5 ) : f2 

;spin-lock pulse, p2 0=0.5-3 ms 
;phase setting delay 

;d0=incremented tl delay 

ph7 ) : f2 

(132"2 ph7)  : f2 
;power for 13C decoupling during acquisition 
;acquisition with broadband decoupling 
#0 %p3 z d ;write FID, increment phase 3 

;for States-TPPI 



High Power Spin-Lock Purge Pulses 157 

30m ip5 

lo to 2 

3m idO 

lo to 3 

exit 

phl : 1 

ph2 = 0 

ph3 = 0 

ph4 = 0 

ph5 = 0 

ph6 = 0 

ph7 = 0 

phO = 0 

times 2 

times i0 

0 1 1 

2 
0 0 0 2 2 2 2  

2 2 0  

;increment phase 5 for States-TPPI 

;increment t 1 

7. 13C half-filter with spin-lock purge pulse 

13C half-filter elements are designed to separate the signals of 13C-bound 
protons from the signals of 12C-bound protons [6]. The name indicates 
that the selection acts only on one of the two frequency axes in a two- 
dimensional experiment. Experiments with 13C half-filters are mostly used 
with 13C enriched samples. At natural isotopic abundance, the subspectrum 
with the 13C-bound protons would usually be obscured by the tl noise from 
the predominating signals of the mC-bound protons. In this situation, a spin- 
lock purge pulse significantly improves the selection of the resonances of 
the 13C-bound protons, because it greatly helps to suppress the signals of 
the 12C-bound protons. As a drawback, the subspectrum with the 12C-bound 
protons is lost. At natural isotopic abundance, however, this subspectrum 
would be virtually identical to the unedited spectrum. 

Selecting the 13C-bound protons before performing a homonuclear two- 
dimensional experiment enables to measure small heteronuclear coupling 
constants [16]. Such an experiment with a sample of natural isotopic abun- 
dance was first published by Otting and Wtithrich in 1990, where the 13C 
half-filter element with spin-lock purge pulse was used to select the 13C- 
bound protons in a small protein in aqueous solution [6]. Later applications 
illustrated the usefulness of the same 13C half-filter element with smaller 
molecules [ 17, 18]. 

8. Pulse sequence and product operator description 

As an illustration of the use of the 13C half-filter element for the measure- 
ment of small 1H-13C coupling constants, consider the TOCSY experiment 
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1 H 

13 C 

~2 

~3 

SL tl 

(~3 ~)4 

t~5 

T O C S Y  
, ,  

Fig. 3. Pulse sequence of a TOCSY experiment with 13C(~Ol) half-filter. The spin-lock pulse 
and the TOCSY mixing sequence are identified by SL and TOCSY, respectively. -r is set 
to l / [2 j (13C,  IH)]. Phase  cycle:  r - -  r - -  8 (x ) ;  r - -  2(x, x, y, y)" r - 4 ( x , - x ) ;  

r -- 4(x), 4 ( - x ) ;  acquisition -- 2(x, - x ,  - x ,  x). The phases of the 1H pulses before tl 
(r and r are subjected to States-TPPI [38]. 

with 13C(wl)-half-filter. The name indicates that the half-filter element is 
applied before the evolution time t l, which limits the editing effect to the 
F1 frequency axis. The pulse sequence is shown in fig. 3. The half-filter el- 
ement corresponds to the sequence T/2-180~ C)-'r/2-SL(H), 90~ - 
90~ which is inserted between the 90 ~ excitation pulse and the evolution 
time t l of the pulse sequence of the conventional two-dimensional TOCSY 
experiment. The delay 7- is 1/[2(j(1H, 13C)], w h e r e  j(1H, 13C) denotes the 
one-bond 1H-13C coupling constant. Note the similarity of the half-filter 
element with the first part of the 13C HSQC pulse sequence. Like in the 
HSQC experiment, the spin-lock pulse purges the signals from protons not 
bound to 13C. The selected proton magnetization is antiphase with respect 
to the directly bonded proton after the delay T, and the same product opera- 
tor description applies up to this point as for the HSQC experiment (eqs (1) 
and (2)). The 90~ pulses are applied either with the same or with oppo- 
site phase, resulting, respectively, in an effective 180 ~ or 0 ~ pulse. Since a 
180~ pulse inverts the sign of the antiphase proton magnetization, the 
cycling of the receiver phase together with the phase of one of the 90~ 
pulses supports the selection of the antiphase magnetization. 

The purpose of the 13C(w1)-half-filter is to start the TOCSY experiment 
only with the magnetization of protons bound to 13C. No further 13C pulses 
are applied after the start of the evolution time t l. For the description of 
the multiplet fine-structure of the resulting cross-peaks, it is instructive to 
consider a 3-spin system with the operators HA,  HB and C denoting the 
spins of two protons and one carbon. Starting from antiphase magnetiza- 
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tion 2HAxCz the following relevant terms are obtained by the end of the 
evolution time" 

2HAzCz > 2 H A x C z  COS(~')A/:I)COS(~Juct:l) 

--  M A x  sin(Y2atl) sin(TrJHctl), (3) 

where JHc denotes the one-bond 1H13C coupling constant and 1H_IH 
couplings are disregarded. A TOCSY mixing sequence selecting proton 
magnetization along the x-axis for coherence transfer carries the magneti- 
zation from proton A to proton B without affecting the spin state of the 13C 
nucleus, which simply corresponds to exchanging the operator HA for the 
operator HB on the fight hand side of eq. (3). The resulting cross peak mul- 
tiplet fine-structure with respect to the 13C spin is a 1" 1 superposition of an 
absorptive in-phase and an absorptive antiphase doublet in both frequency 
dimensions. Thus, while each term on the fight hand side of eq. (3) rep- 
resents a cross peak with four multiplet components each, two of the four 
multiplet components cancel in the superposition. The remaining two multi- 
plet components are shifted in the F1 frequency dimension by the one-bond 
1H-13C coupling constant between spin HA and C and in F2 by the 1H-13C 
coupling constant between spin HB and C in the characteristic way of an 
E.COSY type multiplet fine-structure [ 19]. Additional homonuclear 1H_aH 
couplings do not alter the basic E.COSY type pattern. The displacement of 
the multiplet components along the F2 frequency axis makes it easy to mea- 
sure small heteronuclear multiple bond coupling constants with high digital 
resolution. Since one-bond 1H-13C coupling constants are large and well 
resolved, the digital resolution in the F1 frequency dimension is not critical. 

In writing eq. (3), relaxation was neglected. Since antiphase magneti- 
zation relaxes more rapidly than in-phase magnetization, relaxation during 
t l, the mixing time, and during /;2 c a n  produce an inequilibrium between 
the two terms. However, the relaxation effect becomes troublesome only for 
larger molecules with fast relaxation rates, when the linewidth of the proton 
signal is larger than the heteronuclear coupling constant. In this situation, it 
may be difficult to assess whether the in-phase multiplet component dom- 
inates the cross peak which would bias the measurement of the multiple 
bond 1H-13C coupling constant towards too small values. 

9. Experimental example 

Figure 4 shows a TOCSY spectrum with 13C(~o1)-half-filter recorded with 
the small globular protein bovine pancreatic trypsin inhibitor (BPTI) using 
the pulse sequence of fig. 3. Although proton multiplets are usually difficult 
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to resolve in protein spectra, the E.COSY type displacements of the mul- 
tiplet components are readily observed in the spectrum. The inserts a and 
b show expansions of the 1H-1H cross peak between the -y-methyl group 
and the c~-proton of Ile19. The cross peaks are split in the F1 frequency 
dimension by the one-bond 1H-13C coupling constant of the 3,CH3 group 
and the c~CH group, respectively. The relative displacements of the two 
multiplet components in the F2 frequency dimension reflect the three-bond 
1H-13C couplings between the 7-carbon and the c~-proton (insert (a)), and 
the c~-carbon and the 7-protons (insert (b)). 

10. Pulse programme for a Bruker DMX NMR spectrometer 

30m ze 
1 60m do: f2 

2 3m 
3 10u 

dl pll:fl p12:f2 

(pl phi) :fl 
d2 
(d12 pl*2 ph2) :fl 

d2 
(p20 phi) :fl 

dO 
(p7 ph5) :fl 

4 (2u pl ph6 d3 

(2u pl ph8 d3 pl*2 

;f 1 is the proton channel, 
;f2 is the carbon channel 

;dl=relaxat ion delay, p l l = p o w e r  level 1H, 
;p l  2 =power level 13C 

;p 1 =90 degree ~H pulse 
; d2=  1/(4 J(  1H, 13 C)) 

(p2* 2 ph3 ) �9 f2 ;p2=90  degree 13C pulse, 
; d 1 2 = p 2  - p l  

(p2 ph3 2u p2 p h 4 )  : f2  ;p20=spin-lock pulse 
;(0.5-3 ms) 

;d 0 =incremented tl delay 
;500 us trim pulse 
p i * 2 ph7 d3 p i ph6 ) : f i ;MLEV- 17 TOCSY 

;mixing sequence 
ph9 d3 pl phS) :fl;d3=2.6*pl 

+..._ 

Fig. 4. TOCSY spectrum with 13C(col) half-filter recorded with bovine pancreatic trypsin 
inhibitor (BPTI) at natural isotope abundance using the pulse sequence of fig. 3. Protein 
concentration 20 mM in D20, pD 4.6, 36~ 7- = 3.4 ms, spin-lock pulse = 2 ms, TOCSY 
mixing time = 60 ms. The mixing sequence of the clean-TOCSY experiment was used [39]. 
Positive and negative levels are plotted without distinction. Two spectral regions containing 
the 3'CH3-ctCH and ctCH--~CH3 cross-peaks of Ile19 are plotted on an enlarged scale in 
inserts (a) and (b). The separation of the two vertical lines drawn in inserts (a) and (b) 
indicate the heteronuclear coupling constants 3j(ozH, "),C) and 3j(~H, ozC), respectively. 
(Reproduced by permission of Cambridge University Press from Otting and Wtithrich [6]) 
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(2u pl ph8 d3 pl*2 ph9 d3 pl ph8):fl 
( 2 ~  pl ph6 d3 pl*2 ph7 d3 pl ph6):fl 
(2u pl ph8 d3 pl*2 ph9 d3 pl ph8):fl 
( 2 ~  pl ph8 d3 pl*2 ph9 d3 pl ph8):fl 
( 2 ~  pl ph6 d3 pl*2 ph7 d3 pl ph6):fl 
(2u pl ph6 d3 p1*2 ph7 d3 pl ph6) :fl 
(2u pl ph8 d3 pl*2 ph9 d3 pl ph8):fl 
(2u pl ph6 d3 pl*2 ph7 d3 pl ph6):fl 
(2u pl ph6 d3 pl*2 ph7 d3 pl ph6):fl 
( 2 ~  pl ph8 d3 p1*2 ph9 d3 pl ph8):fl 
(2u pl ph6 d3 p1*2 ph7 d3 pl ph6) :fl 
( 2 ~  pl ph6 d3 pl*2 ph7 d3 pl ph6):fl 
(2u pl ph8 d3 p1*2 ph9 d3 pl ph8) : fl 
( 2 ~  pl ph8 d3 pl*2 ph9 d3 pl ph8):fl 
( 2 ~  pl"0.66 ph5) :fl 
lo to 4 times 10 ;lO=(mixing time)/(p8*147.86+34us) 
go=l phO ;acquisition 
30m wr #O if #O ipl zd ;write FID, 

;increment phase 1 for States-TPPI 
30m ip2 ;increment also phase 2 for 

;States-TPPI 
l o  t o  2 times 2 
3m id0 ;increment t l  

lo to 3 times 11 
exit 
phl=O 
ph2=0 0 1 1 
ph3=0 
ph4=0 2 
ph5=0 0 0 0 2 2 2 2 
ph6=0 0 0 0 2 2 2 2 
ph7=1 1 1 1 3 3 3 3 
ph8=2 2 2 2 0 0 0 0 
ph9=3 3 3 3 1 1 1 1 
phO=O 2 2 0 

Quadrature images in the F2 dimension can be suppressed by expanding 
the 8-step phase cycle to 32 steps or 16 steps, respectively, using CYCLOPS 
[20] or 2-step CYCLOPS [21]. In the CYCLOPS scheme, the phases of all 
'H pulses are simultaneously incremented by 90°, 180" and 270". In the 
2-step CYCLOPS scheme, the incrementation of the pulse phases is limited 
to the 90" step. 
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11. Solvent signal suppression by spin-lock pulses 

Spin-lock pulses can be used to suppress an intense solvent signal within 
a few milliseconds. As a general strategy a pair of spin-lock pulses can be 
used which are separated by a short free precession delay and phase shifted 
by 90 ~ relative to each other. The carrier frequency is set to the frequency 
of the solvent signal. The first spin-lock pulse serves to select the in-phase 
magnetization aligned along the phase of the spin-lock pulse. During the 
following delay, the magnetization of the solute protons precess with re- 
spect to the solvent magnetization. The following spin-lock pulse selects the 
magnetization along the axis orthogonal to the phase of the first spin-lock. 
With the carrier on the solvent resonance, the solvent magnetization does 
not precess between the two spin-lock pulses and is therefore eliminated by 
the second, phase-shifted spin-lock pulse. 

Solvent suppression by the use of spin-lock pulses has originally been de- 
veloped for the observation of water-protein NOEs in NOESY and ROESY 
experiments [7]. These experiments are performed with protein solutions in 
H20  with 5-10% D 2 0  added for the field-frequency lock. Without water 
suppression, the water resonance would be by far the biggest signal requir- 
ing low receiver gain settings for which the signal-to-noise ratio is poor. 
Since the water signal gives rise to a strong band of tl noise, water-protein 
NOEs can be observed only in the cross-section taken along the F2 fre- 
quency axis at the F1 chemical shift of the water signal. This means that 
the water signal must be suppressed only after the magnetization has been 
transferred from the water to the protein protons during the NOE mixing 
period. In this application, spin-lock pulses represent one of the fastest 
techniques to suppress the water signal before acquisition. 

12. Pulse sequence and product operator description 

The use of spin-lock pulses for water suppression is illustrated with the 
NOESY and ROESY pulse sequences (fig. 5). Using the Cartesian product 
operator description [9], the effect of the NOESY pulse sequence of fig. 5(A) 
is readily illustrated: 

90~ tl 90~ 
I~ > - I y  > -Iycos(~2tl)  > - / z C O S ( n t l )  

"rm-90 ~ SLy 

 os(ntl) ;  o (ntl) 

7" 
[Iy cos(f2T) - Ix sin(S2T)] cos(nt l )  
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SLx 
> - I ~  sin(g2r)cos(S?tl), (4) 

where SL denotes the spin-lock pulses and unobservable terms have been 
dropped. Equation (4) shows that the use of the spin-lock pulses results 
in a non-uniform excitation profile in the F2 dimension which is zero at 
the carrier frequency (/2 = 0) and at multiples of Y2/(2rr) = + l / ( 2 r ) .  
The water signal is suppressed by setting the carrier frequency at the water 
resonance. If r is set to the inverse of the sweep width in Hz, the first 
minima of the excitation function are at the ends of the spectrum. Because 
of the sine shape of the excitation function, the signals on either side of 
the suppressed water resonance appear with opposite sign. For improved 
spectral representation, the sign of the signals in one half of the spectrum 
can be reversed before plotting. 

The first spin-lock pulse in equation 4 apparently does not alter the mag- 
netization. Its function is to ensure the desired coherence transfer pathway 
by defocusing any magnetization which is not aligned along the y axis. 

A 

~1 ~2 

~ tl ~ xm(NOE) 
r r *s 

SL 
t 2 i / 

01 ,2 *a 
*a 

SL I 

Fig. 5. Pulse sequences of NOESY and ROESY with spin-lock purge pulses for wa- 
ter suppression. (A) NOESY pulse sequence. The spin-lock pulses are typically of 
length 0.5 ms and 2 ms, and 7- - 1/SW, where SW is the spectral width in 
the acquisition dimension. Phase cycle: r -- 8 ( x , - x ) ;  r -- 4(x, x, - x ,  -x)" 
r -- r -- 4 ( x ) , 4 ( y ) , 4 ( - x ) , 4 ( - y ) ;  ~4 -- 4 ( y ) , 4 ( - x ) , 4 ( - y ) , 4 ( x ) ;  acquisition -- 
x, - x ,  - x ,  x, y, - y ,  - y ,  y, - x ,  x, x, - x ,  - y ,  y, y, - y .  (B) ROESY pulse sequence. The 
spin-lock pulse SL is typically 2 ms long, and 7- = 1/SW. The mixing time consists 
either of a low-power spin-lock or of a series of small flip-angle pulses separated by delays 
[40]. Phase cycle: qS1 = 4 ( x , - x ) "  r  = 2(y, y,--y,--! /)"  r = 4(x), 4(--x)" acquisition 
= 4 (x , - -x ) .  The phase of the 1H pulse before tl (051) is subjected to States-TPPI [38] in 

both the NOESY and the ROESY pulse sequence. 
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This is of particular importance for the water magnetization in the NOESY 
experiment, since radiation damping during the mixing time usually turns 
the water magnetization into a position which is difficult to predict [22]. 
The complications caused by radiation damping are avoided, if the trans- 
verse components of the water magnetization during the mixing time are 
defocused by a B0-field gradient [23]. This enables to run the NOESY ex- 
periment without the first spin-lock pulse [24]. Self-shielded gradients are 
not required in this experiment, since a 2 ms z-gradient every 30 ms during 
the mixing time is sufficient to suppress radiation damping and eddy cur- 
rents have largely decayed after 30 ms even if the gradients are applied via 
the room temperature shim system. In the ROESY pulse sequence (fig. 5(B)) 
the mixing period replaces the first spin-lock pulse of the NOESY pulse 
sequence (fig. 5(A)) and the water signal is suppressed with only a single 
spin-lock purge pulse. 

13. Experimental example 

Figure 6 shows the spectral region from a NOESY spectrum of BPTI which 
contains the NOEs between the water signal in F1 and the protein reso- 
nances in F2. The spectral region around the F2 frequency of the water 
resonance is not plotted, because this region is obscured by t l noise from 
the water signal. The assignment of the water-protein cross-peaks is ham- 
pered by spectral overlap in the one-dimensional protein spectrum. The as- 
signment problem can be solved by three-dimensional experiments, where 
intra-protein correlations with the water-protein cross-peaks are observed 
in the third dimension [7]. 

14. Pulse programmes for a Bruker DMX NMR spectrometer 

;noesy 
30m ze 

1 30m 
2 3m 
3 lOu 

dl pll : fl 
(pl phi) : fl 
dO 
(pl ph2) :fl 
d8 
(pl ph3) :fl 
4u 
(p5 ph4):fl 

;dl=relaxation delay, p l l - p o w e r  level 1H 
;p 1 : 9 0  degree 1H pulse 
;d0:incremented tl delay 

;d 8 :mixing time 

;phase switching delay 
;spin-lock pulse, p5=5OOus- ims 
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d2 ;free precession delay, e.g., d2=l / (sweep width) 
(p6 ph5 ) - f 1 ;spin-lock pulse, p 6 = 2 m s -  3ms 

go- -1  phO ;acquisition 
30m wr #0 i f  #0 i p l  zd ;write FID, 

;increment phase 1 for States-TPPI 
io to 2 times 2 
3 m i d0 ;increment t 
io to 3 times ii 

exit 
phl =0 2 
ph2=O 0 2 2 
ph3--O 0 0 0 1 1 1 1 2 2 2 2 3 3 3 3 
ph4--1 1 1 1 2 2 2 2 3 3 3 3 0 0 0 0 
ph5--O 0 0 0 1 1 1 1 2 2 2 2 3 3 3 3 
phO=O 2 2 0 1 3 3 1 2 0 0 2 3 1 1 3 

;roesy 
30m ze 

1 30m 
2 3m 
3 lOu 

dl pll: fl 

(pl phl) : fl 

dO 
(pl ph2) :fl 

;dl  =relaxation delay, p 11 =power level 1H 
;p 1 =90  degree 1H pulse 
;d0=incremented tl delay 

4 ( 8u 4up ph2 8u) : f i ;spin-lock pulse by a DANTE pulse train 
l o  t o  4 t i m e s  10 ;mixing t i m e = 1 0 * 2 0 u s  
(pl ph2) :fl 
d2 ;free precession delay, e.g., d2 :1 / ( sweep  width) 
(p6 ph3 ) : f 1 ;spin-lock pulse, p 6 = 2 m s -  3ms 

g o = l  phO ;acquisition 
30m wr #0 i f  #0 i p l  zd ;write F1D, 

l o  t o  2 t i m e s  2 ;increment phase 1 for States-TPPI 

3 m i d0 ;increment t 1 
io to 3 times ii 

exit 
phl=O 2 
ph2=l 1 3 3 
ph3=O 0 0 0 2 2 2 2 
phO=O 2 



cd 
4 w 
w 
E 
a vl 

Fig. 6. Selected spectral regions of a NOESY spectrum of BPTI recorded with the pulse sequence of fig. 5(A), except that the first spin-lock 
pulse was omitted and a BO gradient was applied during the NOESY mixing time. Protein concentration 20 mM in 90% H20 / 10% D20, 
pH 6.9, 36°C. The relaxation reagent GdDTPA-BMA was added at a concentration of 750 FM to enhance the relaxation of the water 
protons. Spin-lock pulse 2 ms, rm(NOE) = 50 ms, T = 190 ps. Positive and negative levels were plotted without distinction. The arrow 
identifies the cross section containing the intermolecular water-protein cross peaks. (Reproduced by permission of the American Chemical 

Society from Otting and Liepinsh [41].) 
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The phase cycle of both pulse programmes may be expanded four-fold 
or two-fold by the use of CYCLOPS [20] or 2-step CYCLOPS [21], re- 
spectively, to suppress quadrature images in the F2 dimension. 

15. Alternatives to spin-lock purge pulses 

15.1. Pulsed field gradients 

In almost all cases, the purging function of spin-lock purge pulses can be 
achieved equally well or better by the use of pulsed field gradients along 
the axis of the main magnetic field (PFG). However, PFGs require that the 
probehead is equipped with self-shielded gradient coils which, as a rule, 
somewhat decreases the sensitivity of the probehead. Typical PFGs are 0.5 
to 2 ms long, i.e., not significantly shorter than spin-lock purge pulses. 
PFGs suppress undesired coherences best, if they are applied to transverse 
coherence and used for coherence order selection [25, 26]. 

Excellent results are routinely obtained when applying PFGs to the trans- 
verse 13C coherence in a 13C HMQC experiment which is conducted at 
natural isotopic abundance [27]. Under those circumstances, however, half 
of the coherence transfer pathways are rejected by the PFGs. More compli- 
cated acquisition schemes and additional pulses in the sequence are required 
to restore the full sensitivity [26, 28, 29]. Spin-lock purge pulses may not 
purge as well as PFGs, but they are easier to use and don't interfere with 
a phase-sensitive recording. 

PFGs are also the basis for the elegant water suppression scheme called 
WATERGATE [30] or the excitation sculpting scheme proposed by Hwang 
and Shaka [31]. These sequences gives excellent results, if the selective 
180 ~ pulse applied to the water resonance is relatively short. Their main 
drawback seems to be associated with the fact, that a selective pulse of 
a few milliseconds duration disturbs a rather wide spectral region around 
the water resonance. Using longer, more selective pulses leads to increased 
relaxation and worse quality of water suppression with the WATERGATE 
sequence. Although the water suppression scheme using spin-lock purge 
pulses results in a non-ideal excitation profile, it seems to be superior for 
the observation of rapidly relaxing signals close to the water signal. 

The defocusing of the water magnetization by spin-lock purge pulses re- 
suits in incomplete recovery of the water magnetization between subsequent 
scans, if the repetition rate is much shorter than the relaxation rate of the 
water signal. Since the attenuation of the water signal is transferred to any 
proton of the solute which exchanges rapidly with the water, these proton 
signals are attenuated as well. To recover the full magnetization between 
the scans, a paramagnetic relaxation reagent may be used. For example, 
Gd-diethylenetriamine pentaacetic acid-bismethylamide [Gd(DTPA-BMA)] 
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at a concentration of 0.75 mM reduces the T1 relaxation time of the water 
protons to about 430 ms without much influence on the ease of water sup- 
pression [32]. GdDTPA-BMA is a standard contrast reagent used in clinical 
MR imaging. The compound is uncharged and does not interact significantly 
with plasma proteins. 

15.2. BIRD pulse 

A BIRD pulse sandwich [33] followed by a delay can be used to suppress 
the magnetization from 12C-bound protons [34]. The BIRD pulse sequence 
is 90~(H)-T-lg0~(H, C)-T-90~(H).  With the delay ~- set to 1/(2J),  where 
J is the one-bond 1H-13C coupling constant, the effect of the sequence is 
to invert the magnetization of the lZC-bound protons but not that of the 
13C-bound protons. During the following delay, the inverted magnetization 
relaxes back towards the positive z-axis. The 2D pulse sequence is started 
at the time point where the magnetization of the 12C-bound protons is zero. 

This suppression scheme has been shown to work well together with 13C 
HMQC experiments of small molecules at natural 13C abundance. Even 
cleaner spectra are obtained, if the BIRD sequence is combined with 13C 
HSQC experiments already containing a spin-lock purge pulse. Drawbacks 
of the BIRD pulse scheme are the fact that the relaxation delay between 
scans cannot be chosen freely anymore and that complete suppression of 
all 12C-bound proton signals is impossible, if they have different relaxation 
times. Furthermore, the BIRD pulse scheme is not applicable to molecules 
in the slow motional regime, since negative NOEs between the inverted 
proton spins and the non-inverted 13C-bound proton spins would reduce 
the magnetization of the latter. 

16. Conclusion 

Although radiofrequency coils are designed for optimum radiofrequency 
field homogeneity, the spatial distribution of the radio frequency field over 
the sample is still sufficiently inhomogeneous that their defocusing effect 
is virtually complete after only 0.5 to 3 ms. Spin-lock purge pulses are 
thus versatile tools for the suppression of undesired magnetization. They 
are often used with the experiments discussed above, but also in many other 
applications, e.g., as trim pulses preceding and following TOCSY mixing 
sequences [35], for water suppression in 3D NOESY-HSQC experiments 
[12], for water suppression by total scrambling of magnetization (e.g., [36]), 
and for the suppression of radiation damping [37]. 
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Heteronuclear multiple bond correlation (HMBC) [1, 2] is one of the 
most powerful NMR techniques and is now being widely used for struc- 
tural analysis of complicated molecules. Since it detects 13C-1H long range 
couplings by the most sensitive NMR nucleus (1H) by using an inverse de- 
tection, its sensitivity is particularly high when the 1H signals to be observed 
appear as sharp lines such as methyl groups. Good examples are seen in 
the structure determination of microbial polyketide metabolites with many 
methyl groups such as desertomycin [2] and erythromycin [3]. 

On the other hand, when 1 H-signals appear as broad lines due to compli- 
cated splitting such as consecutive methylene groups, HMBC suffers from 
a considerable loss of sensitivity. As a consequence, detection of the cross 
peaks becomes difficult with, for example, complicatedly split methylene 
proton signals. This problem arises when the power mode data processing 
causes cancellation between inphase and antiphase signal components and 
when the separation of these components with broad signal shapes is small. 
This situation, which will become more serious for the structural studies 
of natural products available only in tiny quantity, can be overcome by 
a new technique, decoupled HMBC (D-HMBC) [4], which gives spectra 
with improved signal to noise ratio by implementation of 13C-decoupling 
during signal acquisition. This article will give detailed explanation of this 
technique. 

The pulse sequences of D-HMBC and HMBC are compared in fig. 1. 
Relative to HMBC, an additional delay time (A) is introduced after the 
13C 90~ pulse to refocus the 1H magnetization, and wide band decoupling 
(MPF) [5] for the 13C nucleus is employed in D-HMBC. As a result of this 
modification, a fan out of the 1H magnetization is prevented during A2 in 
the HMBC pulse sequence. Thus, the spectra can be acquired in the phase 
sensitive mode by suppressing the decrease of signal to noise ratio due to 
poor digital resolution (for data processing, see later). 

This pulse sequence is essentially the same as that used for HMQC [6]. It 
should be noted, however, that since the quaternary carbonyl signals appear- 
ing at the lowest field (as low as 230 ppm for the ketone carbonyl function) 
must also be decoupled in this experiment, the decoupling band width re- 
quired is wider than that used for HMQC which requires the decoupling of 
only protonated carbons resonating in the range of 0 ~ 140 ppm. To achieve 
this wide range decoupling, we usually employ MPF decoupling [5] with 
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Fig. 1. Pulse sequences of H M B C  (a) and D - H M B C  (b). Delay times, ,41, A 2 and ,4 were 

set to 3.5, 50 ~ 60 and 50 ~ 60 ms, respectively. 

the decoupler power being set to 2 W resulting in complete decoupling of 
the direct 13C-1H splittings. This decoupling mode can be replaced by new 
decoupling techniques [7-9] reported recently. 

For D-HMBC experiments, we usually omit the low pass J-filter (the 
first 90 ~ pulse for 13C nucleus in the HMBC pulse sequence) aiming to 
suppress the cross peaks due to the direct JC-H correlation, but it can be 
implemented if desirable. In the D-HMBC spectra, the cross peaks between 
directly bonded 13C and 1H do not, in most cases, hinder the easy analysis 
of the spectra, because these cross peaks appear as singlets. On the contrary, 
these peaks even contribute to easy NMR spectral analysis when HMQC 
spectral data are not in hand. 

Figure 2 compares the HMBC and D-HMBC spectra of an antibiotic 
monazomycin [10]. It is seen that several cross peaks, which cannot be ob- 

.....+ 

Fig. 2. D - H M B C  (a) and H M B C  (b) spectra of monazomycin.  The experimental  condi- 
tions were as follows; tl  x te --- 256 x 512 points, tl x te --  23000 x 4500 Hz, t imes 
= 96 x 2, pulse delay - 1.2 s, A --  120 ms. The sample (30 mg) was dissolved in 0.4 ml 

of d6-DMSO. 
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Fig. 3. Comparison of Fl and F2 slices between HMBC (a) and D-HMBC (b) spectra of monazomycin. These spectra were prepared at the same 
recorder gain. 
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served in the HMBC spectrum (fig. 2(b)), appear between H-19 and C-17, 
H-27 and H-31 and C-29 in the D-HMBC spectrum (fig. 2(a)). In addition, 
it should be noted that although the cross peak between the carbonyl carbon 
(C-l) and oxymethine proton (H-47) is considerably weak in fig. 2(b), its 
intensity is increased by approximately two folds in fig. 2(a) (shown by 
arrows). According to our experiences, observation of the cross peak be- 
tween the ester carbonyl carbon and its appended oxymethine (3 Jc-o-c- I4)  
in the macrolide system by HMBC is very often hampered due to the small 
coupling constant between them. Consequently the appearance of this cross 
peak with the ester carbonyl carbon is an important outcome of the D- 
HMBC technique. 

This improvement is clearly seen in the F1 and F2 slices of the same 
D-HMBC spectrum shown in fig. 3. The intensities of both the 1H-and 
13C-signals in the D-HMBC spectrum are approximately twice as strong as 
those in the conventional HMBC spectrum. In addition, the resolution is 
improved in the D-HMBC spectrum. Note that the splitting of the proton 
signals in the F2 axis is caused by 1H-1H spin coupling and not by 1H-13C 
coupling. 

Another advantage of D-HMBC is that it facilitates the observation of 
13C-1H long range couplings with small coupling constants. For example, 
when applied to structural analysis of a thiopeptide compound, promoth- 
iocin B produced by Streptomyces sp. [11], long range couplings between 
13C and 1H separated by four or five bonds were observed when the delay 
time was set to 120 ms or 500 ms as shown in figs 4 and 5(b). In addi- 
tion, very small long range couplings through three bonds (smaller than 2 
Hz) which could not be observed by HMBC were detected by D-HMBC. 
The cross peaks observed in the D-HMBC spectrum with shorter delay 
time (A = 120 ms) also appeared when longer delay time (A = 500 ms) 
was employed. However, it should be emphasized that since the long de- 
lay time causes considerable decrease of signal to noise ratio, shorter 
delay time (B = 60 ms) is generally recommended for most experi- 
ments. 

The successful observation of such long range couplings in the D-HMBC 
spectra of promothiocin B is obviously ascribed to the sharp shapes of the 
relevant signals (aromatic and methyl protons) and good planarity of the 
involved spin systems resulting in relatively large long range couplings 
through four or five bonds. 

Another important fact to be pointed out is that the sample was dissolved 
in DMSO, which is one of the most unfavorable solvents for observing 
small long range couplings. The high viscosity of this solvent causes rapid 
signal decay due to short transverse relaxation time (T2) during long de- 
lay time, and makes it difficult to observe small long range couplings. 
Therefore, long range couplings through four or five bonds in saturated 
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Fig. 4. Long range couplings observed in the D-HMBC spectra of promothiocin B. ~ = 

120 ms for dotted arrows and ~ -- 500 ms for arrows. 

systems is generally difficult, if not possible, due to very small coupling 
constants. 

The successful observation of such small long range coupling correla- 
tions enabled to connect partial structures of promothiocin established by 
conventional NMR techniques (fig. 4). It is important to note that these cor- 
relations could not be observed in the HMBC spectra even when the same 
delay time was employed due to poor signal to noise ratio (data not shown). 
It should also be emphasized that considerably good signal to noise ratio 
was obtained notwithstanding such long delay time. Thus the undesirable 
effect of transverse relaxation on signal to noise ratio may be alleviated in 
the case of D-HMBC. 

The D-HMBC pulse sequence can also be used in combination with the 
pulse field gradient (PFG) technique [12]. Figure 5(c) shows the successful 
observation of cross peaks between the methyl group at C-5 of an oxazole 
unit and adjacent carbons in promothiocin. These cross peaks are hidden by 
the strong t l noise of the solvent peak in the HMBC and D-HMBC spectra. 
The above results clearly indicate that D-HMBC is a quite useful technique 
for structural studies of complicated natural products. 
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not be detected by HMBC. Therefore, the results obtained by employing 
the D-HMBC technique can be more easily acquired by the use of the PFG 
technique. However, since considerable loss of the signal to noise ratio due 
to the fan out of the 1H magnetization (see above) cannot be avoided, it is 
worthy to try to take D-HMBC spectra when the expected signals cannot 
be detected by the PFG method. When the signals disappear due to can- 
cellation between inphase and antiphase signals and not due to short T2, 
D-HMBC may give better results. These two situations can be discriminated 
by taking 1D spin echo spectra. For NMR instruments not equipped with 
PFG, D-HMBC will always give better results than conventional HMBC. 

2. Data processing of HMBC spectra 

It may be useful to make some explanations on data processing to pre- 
pare good D-HMBC spectral data. Sine-bell window is usually employed 
for processing of HMBC data to give power-mode spectra as shown in 
fig. 6(a), because they consist of absorption-mode (cosine) and dispersion 
mode (sine) signals for both the t l and t2 axes. This procedure causes a 
considerable loss of signal to noise ratio when cross peaks appear as broad 
ones and when digital resolution is poor as used for ordinary HMBC mea- 
surement. 

In contrast, NMR data collected by the States method [13] consist of real 
(S~) and imaginary (Su) components (fig. 6(b)) which are independently 
obtained during signal acquisition. The data are Fourier transformed along 
t2 axis (t2 ~ F2). Then the imaginary data (Ir,s) of Sz(tl, F2) and real 
data (Ri,c) of Sy(tl, F2) are exchanged to give Rr,c and Ri,c of Sz(tl, F2) 
and Ir,s and Ii,s of Su(tl, F2). Here r, i, c and s represent real, imaginary, 
sine and cosine, respectively. Fourier transformation of Sz(tl, F2) along 
the tl axis gives a pure-absorption mode spectrum as shown in fig. 7(a), 
where most signals in the 1H-spectrum (F2 axis) are out of phase due to 
J-modulation by 1H-1H couplings. Thus, these data must be recorded in 
power-mode at the sacrifice of signal to noise ratio and signal resolution. 

In order to overcome this problem, the half-absorption mode has been 
proposed by Bax [ 14] to take advantage of the phase-mode data processing. 
In this method, Rs,c of S~ (F1, F2) and Ic,s of Sy (F1, F2) prepared from the 
data acquired by the States method are exchanged, and the final t2 axis data 
containing dispersion component (sine) are presented in the power-mode, 
and the t l axis data in the pure absorption-mode as follows; 

~R,I -- ( R 2 , c  q- 12 C~S" 

This half-absorption mode is also employed for data processing of the 
D-HMBC spectra with a modification that te and t l axes data are treated in 
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Fig. 6. Data processing procedures used for preparation of absolute or phase-sensitive mode 

spectra. 

the opposite manner, namely t2 data in the pure absorption-mode and t 1 data 
containing dispersion component in the power-mode [13]. This procedure 
requires the phase adjustment of the t2 axis data to be made before Fourier 
transformation. The tl data containing dispersion component are processed 
using sine-bell window and presented in the power-mode as follows; 

s . , .  - v/Rc~,c + I~c. 

Figure 7 demonstrates the effects of window functions on the signal to 
noise ratio of the SR,R spectrum (for D-HMBC) and SR,I spectrum. SR,R 
spectra shown in fig. 7(c) revealed marked decrease of tl-noise in the range 
between 0.8 to 1.1 ppm. Processing of SR,R spectral data, however, requires 
somewhat tedious phase adjustment of the F2 spectrum. In order to achieve 
this easily, it is recommended to take a 1D-NMR spectrum at first under 
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the same condition as for the D-HMBC experiment and to determine the 
parameters for phase correction of the D-HMBC spectrum. 

Figure 7(b) shows SR,R spectral data with improved resolution with re- 
gard to the F1 spectrum. It is seen that better signal to noise ratio can be 
obtained by SR,R treatment at a slight sacrifice of signal resolution of FI 
axis as compared with SR,I mode. However, since improved signal to noise 
ratio is generally more important than signal resolution, SR,R processing is 
preferable from practical view point. 

3. Important point to get good D-HMBC spectra 

One of the most important experimental parameters for taking good 
D-HMBC spectra is the setting of delay time. To observe cross peaks with 
1H-signals of concern, it is highly recommended to check the effects of T2 
on the signal decay by taking 1D-spin echo spectra of the target compound. 
Failure to observe spin echo signals under a given experimental condition 
means that the employed delay time was not appropriate, and thus shorter 
delay time must be set for the 2D experiment. 
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1. Introduction 

Multidimensional NMR spectroscopy includes three major families of cor- 
relation techniques: through-bond, through space and exchange correla- 
tions [1]. A very interesting and information rich version of through bond 
correlations is HOmonuclear Multiple-Quantum Correlation spectroscopy 
(HoMQC). It could also be termed as MQ-COSY, but in order to clearly dis- 
tinguish MQ correlations from multiple-quantum filtered-, or MQF-COSY 
we prefer to use the term HoMQC. This method establishes connectivities 
between spins which have resolved coupling [2-6]. Technical implemen- 
tation of the HoMQC experiment is relatively simple and is well known 
[2, 5, 6]. The basic pulse sequence consists of three pulses separated by the 
MQ excitation delay and the evolution time t l, respectively. A refocusing 
inversion pulse is commonly applied in the middle of the MQ excitation 
delay in order to remove chemical shift modulation of MQ coherences. 
Various alterations of this basic composition are possible, but the structure 
of the final correlation map usually does not change, therefore we are not 
going to discuss it in here any further. 

It is somewhat puzzling that the HoMQC techniques are not more widely 
used in NMR spectroscopy. The utility of these experiments, including 
three-dimensional variants [7, 8] has been well demonstrated on several 
different molecular systems. The power of such applications can be illus- 
trated briefly by the following recent examples. It was shown that two 2D 
experiments, NOE and 2Q-HoMQC, were sufficient to allow the assign- 
ment of 139 of the 143 non-exchangeable protons of a DNA hexadecamer 
duplex [9]. In order to obtain this information with the conventional meth- 
ods, several COSY and RELAY-COSY or TOCSY spectra with varying 
spin-lock times would have been necessary. Also, a novel all-homonuclear 
3D-NOE/2QC spectrum led to full assignment of non-exchangeable protons 
in a 24-mer RNA hairpin with no isotope labeling required [7]. 

Multiple-quantum correlation spectra provide information about through- 
bond connectivities as all COSY type experiments do. In addition, direct 
topology information is also available from the same spectrum through 
remote and combination peaks [5]. Correlation peaks between spins with 
small chemical shift difference can be examined, too, since there are no 
diagonal peaks. In this sense, a correlation of MQ coherences with those 
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of single-quantum (SQ) coherences is closely analogous to heteronuclear 
correlations. (Correlation of MQ/MQ frequencies would only be possible 
in a three dimensional MQ/MQ/SQ experiment.) In spite of their rich infor- 
mation content HoMQC spectra are significantly underutilized. One reason 
for the reluctance in its use may be that HoMQC spectra seem to require 
a disproportional investment in terms of acquisition time and data size in 
comparison with conventional COSY experiments. 

There is a common understanding that HoMQC spectra need a large 
frequency window in the remote dimension due to the sum frequencies 
of individual contributions to the multiple-quantum coherence order (with 
the exception of that for zero-quantum, or 0Q-HoMQC spectra, where dif- 
ference frequencies count). Of course, this would make such correlations 
disadvantageous for practical reasons, since sufficient digitization in the re- 
mote dimension is always costly in time [10]. In this work we show that 
in most cases, especially in those of important biomolecules such as pro- 
teins and nucleic acids, optimal acquisition conditions can be achieved by 
taking advantage of appropriate aliasing without producing severe overlap 
of important correlation peaks. As a result, HoMQC spectra often require 
the same (or less) overall acquisition time than that for common COSY 
spectra. Similarly, data size is not a significant problem either. Should the 
comparison be normalized to the information content, HoMQC spectra are 
definitely superior, especially if various coherences were selected through 
data processing instead of using hard-wired phase cycling procedures. An 
alternative will also be mentioned where no "selection" is necessary, by 
placing the carrier off resonance. 

Spectral rearrangement of double-quantum correlations in combination 
with dispersive phasing along the direct acquisition dimension (DA phas- 
ing [11]) will also be discussed briefly. Such rearrangements lead to 2Q- 
HoMQC frequency domain spectra which can be symmetrized with conven- 
tional software tools in order to highlight direct correlation peaks against 
others, improve signal-to-noise and resolution. COSY type (diagonally sym- 
metric) presentation of pure phase 2Q-HoMQC spectra through data pro- 
cessing also becomes available. 

2. Discussion 

2.1. Aliasing in the remote dimension 

Aliasing is a term for choosing slower digitization than required by the 
Nyquist-theorem to cover the full spectral window, while sign discrimi- 
nation is accomplished by simultaneous acquisition of real and imaginary 
phase components (called also "complex" acquisition) [10, 12]. Sequen- 
tial acquisition for sign discrimination (either TPPI, or the Redfield-Kunz 
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approach) leads to a different way of "folding" [10, 12] which offers advan- 
tageous behavior only in carefully adjusted special circumstances [13]. In 
the following, simultaneous acquisition will be assumed except when noted 
otherwise. 

We should keep in mind that when the acquisition is S/N limited only data 
size can be reduced by aliasing. Spectral resolution and signal-to-noise will 
remain the same whether full size or reduced spectral window was chosen 
for the remote dimension if sensitivity, which is determined by the overall 
number of scans, has to be kept constant. For correct comparison t] nax 
should be the same, of course. For example, it is equivalent to acquire 2K* 
points and 32 scans averaged for every tl increment with 200 ~ts dwell time 
(corresponds to 5000 Hz spectral window,/:]nax _ 409.6 ms), or 1K* points 
and 64 scans per increment with 400 ~ts dwell time. The double dwell time 
(in other words half digitization speed) corresponds to 2500 Hz window, 
i.e., single aliasing, but t] nax - 409.6 ms; therefore spectral resolution 
remains the same. Time domain data size was cut by half. However, in 
order to retain the same sensitivity, twice as many scans should be acquired 
for each/:1 increment. Please note, that relaxation conditions in t l will be 
the same in both cases; only digitization speed was altered. In such a S/N 
limited case opening up the spectral window in the remote dimension with 
proportionally less number of acquisitions per increment may still offer 
some advantage due to better noise reduction by the "oversampling" effect 
[14-16]. 

Aliasing in the remote dimension is truly worthwhile only if the sample 
concentration is high enough to collect only the minimum number of scans 
per increment required for proper coherence selection; in other words, the 
acquisition is not S/N limited. If so, aliasing offers a proportional saving in 
acquisition time and data size for a given spectral resolution. 

It has been shown that 2D-INADEQUATE spectra (in fact, 13C, 13C-2Q- 
HoMQC at natural 13C abundance) [17] can be acquired most economically 
with equal spectral windows for both the direct and remote dimensions [ 18]. 
This is based on the fact that aliasing in the remote dimension (provided 
that simultaneous acquisition was used for quadrature sign discrimination 
[ 10]) will transfer cross peaks from outside of the selected frequency range 
into areas which would otherwise be empty. An alternative approach, which 
is related to the historically well known SECSY method [19] reduces the 
resonance frequencies in the remote dimension by delayed acquisition [20]. 
It leads to diagonally symmetrical frequency domain spectra which can be 
symmetrized using most conventional software tools [21]. However, this 
experimental approach has been shown to be less sensitive than that of 
the original version [18]. Alternatively, there are possible methods of data 
processing which may allow symmetrization using conventional software 
tools (see later). 
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The 2D-INADEQUATE spectra are very simple in characteristics; only 
AB type correlations will show up [17]. However, in a more general case, 
when more than two spins can interact, the connectivity pattern becomes 
more complex, including remote and combination peaks [5]. Such peaks 
can be largely suppressed using a read pulse other than ninety-degrees (60 
or 120 degree pulses are most efficient) in order to simplify the HoMQC 
spectrum similar to that in 2D-INADEQUATE [4, 6]. Remote and combina- 
tion peaks carry, however, important additional connectivity and topological 
information [5] and are very much worthwhile to retain. Combination peaks 
may show up in two-quantum spectra first as derivatives of four-quantum 
transitions. They are barely seen in most HoMQC spectra of biomolecules 
due to the usually insufficient number of mutually coupled spins and fast 
relaxation of higher number of quanta. Therefore we shall focus on direct 
and remote peaks in the following discussion. On fig. 1 theoretical 2Q and 
3Q correlation patterns (direct and remote peaks) of an ambient AMPX spin 
system are shown. It is quite obvious that significant segments of these cor- 

Fig. 1. Schematic 2Q (a) and 3Q (b) correlation maps for an ambient AMPX spin system. 
Direct correlation peaks are denoted with filled circles, while remote peaks are shown with 

open circles. Full remote dimensions are presented with no aliasing or folding. 



Optimal Acquisition and Presentation of HoMQC Spectra 193 

relation maps remain blank; therefore single aliasing would not jeopardize 
any important information. 

2.2. Position of the carrier in the direct acquisition dimension 

The carrier position in the directly detected dimension may seem to be 
important; however, in most cases it is not critical whatsoever. The one ex- 
ception is when no quadrature detection in the remote dimension is desired 
(see below). In a general scenario the carrier can be placed anywhere in the 
spectral region of interest with no significant penalty on overall acquisition 
time. The only important requirement to be fulfilled is that the pulse(s) 
should cover the desired frequency range with sufficient uniformity (see 
also below). 

In the directly acquired dimension the spectral window can be opened 
up to cover all frequencies of interest on both sides of the carrier with a 
proportional increase in the overall data size. As an alternative, it may be 
sufficient to open the (audio)filters to allow signals to alias to empty regions 
(if any) with no intensity loss. Carrier shift using time domain tools in data 
processing can be applied to restore a more convenient arrangement of the 
spectrum [ 10]. 

In the remote (or indirectly acquired) dimension(s) there are no actual 
filters, so aliasing can be used at will. 

2.3. No quadrature detection in the remote dimension 

One may use no quadrature detection in the remote dimension at all, thereby 
accepting some degree of overlap of correlation regions [22]. By judicious 
placing of the carrier within the spectral region of interest, one can solve 
many correlation patterns. This approach is, however, limited to relatively 
sparse spectra and needs careful planning ahead. 

One can avoid overlap in the remote dimension if the carrier was moved 
away sufficiently from the spectral region of interest. In this case there will 
be no need for explicit quadrature detection neither in the direct, nor in the 
remote dimension, while pure phase character is still retained. Two-channel 
(e.g., quadrature) detection in the direct acquisition dimension offers, how- 
ever, a sensitivity advantage of factor of v/2 [23] with no extra cost in 
acquisition time, so it is worthwhile to retain. 

With the carrier off-resonance coherence selection may be completely 
omitted, too, because most SQ and various MQ cross peaks will appear 
shifted from each other in the remote dimension. The separation is a function 
of the distance between the individual (SQ) resonances and the carrier. All 
number of quanta, including 0Q correlations, can be covered by removing 
the refocusing 180 ~ pulse in the middle of the MQ excitation delay. This 
introduces modulation of cross peak intensifies by the chemical shift, too, 
however [6]. 
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There are two limitations for using the off-resonance approach. RF pulse 
strength is one of these, as it defines the frequency range which can be cov- 
ered with reasonable uniformity. This becomes a more difficult issue when 
other than 1H spectra are concerned, such as the case of 13C, 13C-HoMQC 
[16, 24, 25]. The applicable pulse power is limited by the hardware, es- 
pecially by the probe. In such cases application of adiabatic pulses may 
provide a promising alternative to cover large frequency windows. 

The other, not nearly as significant disadvantage is that of increasing data 
size in the time domain. When the cartier is moved outside of the spectral 
window of interest the spectral window to be covered is increased by a 
factor of two (or more). Consequently, twice as many data points should 
be acquired for the same resolution. Nevertheless it means no increase in 
the acquisition time max (t n ) if no quadrature detection in the remote dimen- 
sion will be required [10]. Acquisition of real and imaginary components 
of the time domain signal for actual quadrature detection in the remote 
detection is entirely equivalent to acquiring singlature data with double 
digitization speed in order to cover twice as much of the spectral window 
in the frequency space. In summary, overall size of time domain data will 
be increased by a factor of two at least. However, final size of the frequency 
domain spectrum remains the same because half of the processed spectrum 
is mirror image of the other half and can be thrown away during processing. 

2.4. Various numbers of quanta by data processing 

It is possible to perform coherence selection during data processing rather 
than using phase cycling or gradient selection procedures in data acquisition. 
It will increase the size of the time domain data and increase the complexity 
of the data processing procedure [10, 16, 26]. Acquisition time will not 
have to be compromised in a common case; one just replaces addition- 
subtraction steps in the phase cycling procedure with the same in data 
processing afterwards. In the following we do not address this in detail, but 
want to underline that various HoMQC spectra discussed separately may 
be derived from a single acquisition through linear combination of subsets 
of the time domain data. 

2.5. 2Q- and 3Q-HoMQC in combination 

The most practical and useful HoMQC methods are the 2Q- and 3Q- 
HoMQC techniques. In combination they offer extensive information about 
connectivity and topology through chemical bonds for most biomolecules. 
2Q-HoMQC spectra are perhaps most important because they reveal the 
smallest coupled clusters in spin systems where at least two spins are con- 
nected with reasonable coupling constants. In addition a great variety of 
other connectivities will usually show up. Sensitivity of 2Q spectra is also 
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greater than that of higher quanta. 3Q spectra are less crowded than that of 
2Q and can reveal connectivity for quite complex spin-systems [27]. Total 
number of spins connected in a single cross peak pattern can be significantly 
higher than the basic number of quanta in the experiment through remote 
(and combination) peaks, provided that resolved couplings of sufficient size 
exist between them [5, 6]. 

2Q and 3Q correlations can be utilized in combination with highest ef- 
ficiency. In some cases more than one spectrum of each is worthwhile to 
acquire because cross peak intensity is an explicit function of all coupling 
constants involved [6, 27, 28]. Coherences of higher order than 3Q exhibit 
significantly reduced sensitivity. Also, few spin systems in biologically rel- 
evant molecules allow sufficient communication between multiple spins to 
allow observation of higher order spin systems. 

3. Practical examples 

3.1. Proteins 

1H NMR protein spectra in D20 offer an obvious example where the remote 
dimension in a HoMQC experiment can be chosen equal to (or even less 
than) that for the direct acquisition dimension, which covers all resonances. 
In such samples there is practically no through bond communication be- 
tween the low field section (aromatic resonances) and that of the rest of 
the spectrum. Therefore, there is no risk of overlapping important correla- 
tion regions of the spectrum if single (or sometimes as much as double) 
aliasing is applied to 2Q and 3Q spectra, respectively. As the carrier is 
placed on the residual water signal usually, some of the correlation peaks 
will be aliased. In order to achieve a visually more appealing and easier 
to analyze spectrum the spectral window can be shifted using simple time 
domain tools [10]. An example is shown in fig. 2, which presents both 1H 
2Q- and 3Q-HoMQC spectra of rabbit uteroglobin in D20. 

Very much the same applies to 13C,13C-HoMQC spectra of 13C-labeled 
proteins. When fractional labeling is used [24, 25] there is no difference 
from regular 2D-INADEQUATE spectra; only AB coupling systems will 
be seen. Full labeling, commonly available these days for biomolecules, has 
its advantages due to more extended spin systems and additional topolog- 
ical information available [28] as mentioned above. The structure of these 
spectra is quite similar to that of proton HoMQC of proteins with the same 
options for aliasing. 2Q- and 3Q-HoMQC spectra complement each other 
very well in such systems both for proton and carbon. 

COSY type 1H NMR experiments for H20 samples are established pri- 
marily to reveal coupling connectivities between exchangeable NH protons 
and those in the alpha position. The chemical shift difference of these pro- 
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Fig. 3. 2Q-HoMQC spectrum of apo-cytochrome c in 93% H20 at pH = 6 and 0.48 mM 
concentration. The spectrum was acquired with 30 ms 2Q excitation delay overnight on a 
Varian Unity/INOVA 600 MHz instrument using gradient MQ selection and no additional 
water suppression (I.E, unpublished). Equal spectral windows were set for both dimensions. 

tons is in the range of ca. 3 .5-5 ppm, and their double-quantum frequency 

falls between those of aromatic protons and the carrier position (center) 

in the remote dimension. Therefore equal spectral windows will always be 

adequate for mapping the N H - c ~ C H  direct connectivities. Unique NH{c~- 

+.._ 

Fig. 2. 1H, 1H-2Q-HoMQC (top) and 3Q-HoMQC (bottom) spectra of rabbit uteroglobin in 
D20 [16]. Spectral windows for the direct and remote dimensions are the same in each case. 
For the 3Q spectrum the frequency window in the remote dimension was shifted by half 
inverting every other complex points in time domain [10] in order to bring all high-field 

correlations together for easier analysis. 
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CH ~, CH"} remote correlations for Gly residues will show up in a position 
approximately mirror image to F1 = 0. 

Figure 3 presents an example of such a situation. The 2Q-HoMQC spec- 
trum of apo-cytochrome c was acquired in 93% H20 at 480 ~tM concentra- 
tion on a Varian Unity/INOVA 600 MHz NMR instrument overnight, using 
a pulse sequence with gradient coherence selection and weak gradient spin- 
echo during excitation delays and the evolution period [29], respectively 
(I.P., not published). The spectral windows were 8 kHz both in F2 and F1. 

3Q-HoMQC spectra will not provide information about direct correla- 
tion of the exchangeable NH protons other than those of Gly {NH, c~- 
CH ~, CH"} peaks which are easy to recognize in the 2Q spectra. Remote 
c~CH{NH,/3CH} correlations represent valuable connectivity and topology 
information and opportunity for assignment of the corresponding/3CH [27]. 
Such peaks will be relatively close to the F1 - 0 location and require no 
wide frequency window in this dimension at all. 

3.2. DNA 

One of the most attractive examples of using aliasing for HoMQC spectra 
is provided by the carrier of genetic information, DNA. In nucleic acids 
exchangeable protons have no resolved coupling contacts to other protons, 
therefore only D20 samples will be considered in the following. The res- 
onances in the 1H spectrum of such molecules commonly are at chemical 
shifts which make it very feasible to use efficient aliasing, in turn reduc- 
ing the overall size and/or acquisition time. We have recently demonstrated 
that aliasing by a factor of two is straightforward and leads to no loss of 
information with the direct, or the very informative remote peaks [9]. Fig- 
ure 4 presents a practical example of a DNA hexadecamer duplex without 
and with aliasing applied. It is quite apparent that almost no overlap of 
important resonances on the 2D spectrum should be expected. 

3.3. RNA 

RNA, which is rapidly becoming the target of many current NMR structural 
studies, has unique spectral features. Almost all the protons are crowded 
together within a ca. 1.5 ppm range. The only exceptions are HI t and base 
protons, and those of resonances exchangeable with water. This dramat- 
ically reduces the spectral window to be covered when HoMQC spectra 
are concerned. At the same time, correlations are arranged in a way which 
again allows extensive aliasing with no loss of information. Due to the 
largely linear topology of coupled protons in the sugar ring the only remote 
correlations which point out of the narrow region of 1.5 ppm mentioned 
above are those direct connectivities between HI ~ and H2 ~, as well as re- 
mote H2~{H1 ~, H3 t) correlations. As soon as the chemical shift difference 
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Fig. 4. 2Q-HoMQC of the DNA [d(AAATATAGCTATATTT)]2 at 500 MHz and 25~ with- 
out (top) and with (bottom) aliasing. The 2Q pseudo-diagonal is denoted by dot-dashed 
lines. Regions for direct correlations and remote correlations are highlighted by ellipsoids 
and rectangles, respectively. For more details see ref. [9]. (Copyright Academic Press, with 

permission) 
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Fig. 5. Multiple aliasing for 2Q-HoMQC of a 24-mer RNA hairpin [7]. The spectrum was 
acquired in D20 with presaturation of the residual water signal. Relevant sections of the 
2Q pseudo-diagonal are denoted with solid line (no aliasing), dashed line (single aliasing), 

dotted line (double aliasing). 

of H2 ~ and H3 t is relatively small, these remote peaks show up in the same 
area where direct {H1 t, H2 ~} peaks can be found. All other 1H resonances 
occupy such fortunate locations for RNA that multiple aliasing can easily 
be used, as it is illustrated in fig. 5 for a 24-mer RNA hairpin structure 
in D20.  Multiple aliasing is especially helpful when three-dimensional ex- 
tensions of HoMQC techniques are concerned, as was shown for the same 
sample recently [7]. 

3.4. Other structures 

There are other structures which have well dispersed resonances and ex- 
tensive set of resolved couplings. In some cases it may be unreasonable to 
use aliasing, because it might move important correlation regions on top of 
each other, introducing serious overlap. However, such systems are quite 
rare (are sought to be subjects of illustrations in textbooks); the strategy 
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Fig. 6. 2Q- (this page) and 3Q- (next page) HoMQC spectra of the major component of 
primycin [30] acquired in methanol-d4 on a Bruker DRX-800 (800 MHz) instrument (Biozen- 
trum, J.W. Goethe-Universit~it, Frankfurt, Germany). For each spectrum equal spectral win- 

dows were chosen for the direct and remote dimensions. 

presented in this work can therefore be applied with no significant risk most 
of the time. 

As an example of a more dispersed system, 1H 2Q- and 3Q-HoMQC 
spectra of the cyclic antibiotic primycin [30] recorded at 800 MHz [31] 
are shown in fig. 6. This molecule has a sequence of alternating CH(OH) 
and CH2 groups, establishing correlations both within, and between the two 
extreme regions of the spectrum. The spectral windows could be still chosen 
to be equal with no serious overlap introduced on the final spectrum. 

4. Symmetric 2Q-HoMQC spectra through data processing 

Aliasing in the remote dimension is most beneficial when the number of ac- 
quisitions for each increment can be kept to a minimum. Should the number 
of scans be increased beyond the minimum, opening up the spectral window 
in the remote dimension may be a better choice than increasing the number 
of scans per increment. However, this will result in a larger data size. 
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Should at least a full spectral window be acquired for a 2Q-HoMQC 
spectrum, there are interesting possibilities for data manipulation through 
processing. 

Pairwise symmetry of cross peaks to a single pseudo-diagonal applies 
only to the direct correlation peaks in 0Q- and 2Q-HoMQC spectra. All 
other peaks, and those in correlations of higher number of quanta, occupy 
systematic and predictable positions, of course, but their relative location 
can not be expressed in terms of mirror image symmetry of some kind. 

Symmetry relationship of cross peak locations has been used for im- 
proving the quality of correlation spectra for quite a long time in NMR 
spectroscopy both for diagonally [21] and laterally symmetric spectra [22]. 
Such data processing procedures have their advantage but may introduce 
artifacts and remove real information and therefore should be used with 
caution [10]. 2Q-HoMQC spectra can be symmetrized directly using the 
appropriate symmetry function [33], but most commercial software do not 
provide such option. Also, fine structure of the direct correlation peaks in 
2Q-HoMQC spectra is antisymmetric in the SQ dimension which requires 
extra attention. 
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Fig. 7. Diagonal or lateral rearrangement followed by symmetrization of the 2Q-HoMQC 
of cyclosporin A, acquired at 500 MHz in benzene-d6 at room temperature. (a) Scheme for 
rearrangement and symmetrization of the full 2Q-HoMQC spectrum. Additional processing 
may include extraction of a diagonally symmetric correlation map (as shown here) or reverse 
tilting in order to restore the original arrangement. (b) The same procedure was applied on 
the real spectrum after DA phasing [ 11]. Remote peaks and artifacts are both removed from 

the final output. 
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Fig. 7. (Continued) 
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Frequency domain rearrangement of 2Q-HoMQC spectra leading to a 
diagonally symmetric correlation map was proposed earlier [34] which re- 
lies on uniform excitation of MQ coherence [35]. We have introduced an 
enhanced alternative approach which removes the antisymmetric character 
of low resolution cross peaks by simple dispersive phasing [11]. Then the 
spectra can be rearranged easily either in the frequency domain or the time 
domain and can be symmetrized by conventional software tools. Rearrange- 
ment is possible either in F2 or F1. The output spectrum can undergo lateral 
[32] or diagonal [21] symmetrization, respectively. An inverse rearrange- 
ment may follow in order to reconstruct the original spectrum, which will 
have enhanced signal-to-noise and yet has the resolution of the pure phase 
spectrum. In the same time it is clean of most artifacts and all but the direct 
correlation peaks. Alternatively, the spectrum with diagonal symmetry can 
be compared directly to other conventional homonuclear correlation spectra, 
such as COSY, NOESY, etc. 

The two alternative strategies are both illustrated on fig. 7 using a 2Q- 
HoMQC spectrum of cyclosporin A in benzene-d6. 

5. Summary 

Aliasing of HoMQC spectra is possible and is advantageous for most sam- 
ples of biomolecules, especially if the data acquisition is not S/N lim- 
ited. Optimal acquisition should take into account positioning the carrier, 
quadrature detection in the remote dimension, and arrangement of correla- 
tion regions if (multiple) aliasing was used. In this paper it is shown that 
most important biomolecules have correlation patterns suitable for at least 
single aliasing in 1H, 1H-HoMQC experiments. Similar behavior of 13C, 
13C-HoMQC spectra is also discussed. Other structures may allow use of 
similar aliasing with no significant risk of confusing overlap on the final 
HoMQC spectrum. Data processing techniques are presented which lead to 
more convenient arrangement of the frequency domain data for visualization 
and analysis, including application of common symmetrization tools. 

The utility of HoMQC spectra is enhanced by the application of the 
acquisition, processing and presentation techniques discussed in this review. 
By demonstrating the application and utility of the optimized HoMQC to 
proteins, DNA and RNA in multidimensional experiments, it is the hope of 
the authors that a more uniform acceptance of the methods described here 
will commence. 
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1. Introduction 

NMR is generally the method of choice for the structure elucidation of 
total unknowns, provided that relatively pure samples are available. It is 
a great deal less effective at tackling mixtures of unknowns: coupled spin 
systems can readily be picked out using 2D methods such as COSY and 
TOCSY, but there is no general way of deciding which isolated spin systems 
belong to which species. A typical example of a mixture analysis problem 
that currently consumes a great amount of NMR time is that presented by 
body fluids [1] (e.g., urine, cerebrospinal fluid, plasma). Other examples of 
mixtures that present pressing problems include biological tissue extracts 
(e.g., perchloric acid extracts), natural product extracts, cell culture extracts 
and cell-free suspensions. The usual approach at present for tackling such 
mixtures involves laborious separation followed by NMR spectroscopy of 
individual fractions. Newer techniques such as LC-NMR show promise but 
make heavy demands on instrument time and require considerable extra 
hardware and chromatographic expertise. 

One very promising, and so far relatively neglected, potential solution to 
the problem of unknown mixtures is the use of pulsed field gradient NMR to 
identify signals with a common diffusion coefficient. This was demonstrated 
for carbon-13 NMR as long ago as 1981 by Stilbs [2], but has only been 
applied to practical problems more recently. By accurate fitting of the signal 
decay in pulsed field gradient spin echo spectra as a function of gradient 
strength, in order to determine diffusion coefficients, it is possible to con- 
struct a 2D spectrum in which one domain is the normal spectrum, and the 
other disperses signals according to diffusion coefficient. All signals from 
a given molecule should appear at the same diffusion coefficient, allow- 
ing the resolution of the spectra of complex mixtures into subspectra from 
individual components, which could then be identified using the now clas- 
sical apparatus of multiple pulse NMR. Quite small variations in molecular 
size can be sufficient to allow the resolution of resonances from different 
species; differences in diffusion coefficient as small as 1% can readily be 
detected. The technical challenge is to optimize the separation of the signals 
in the diffusion domain while retaining good spectral resolution in the NMR 
domain. In the past such Diffusion-Ordered Spectroscopy (DOSY) spectra 
[3-8] have been mostly restricted to low resolution in both diffusion and 
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spectral domains: the methods described here might by analogy be termed 
high resolution or HR-DOSY. The sensitivity of the technique is very good; 
instrumental time demands are comparable to those for T1 measurement or 
for the more sensitive 2D NMR methods (e.g., TOCSY). 

2. Experimental methods 

To date most attempts to exploit differential diffusion rates have concen- 
trated on systems with very wide ranges of diffusion coefficient, because 
of the difficulty of extracting multiple Gaussian decay constants from the 
decays of overlapping signals, and have used specialist hardware produc- 
ing relatively large field gradients (see for example refs. [3] to [8]). Such 
spectrometer systems are best suited to mixtures involving materials of high 
molecular weight, which have relatively broad lines; this means that the 
disturbance of static field homogeneity by gradient coils etc. is of little 
importance. For high resolution NMR of small molecules, in contrast, it 
is essential to maintain excellent static field homogeneity in order to be 
able to resolve closely-spaced signals, but the demands on field gradient 
strength are much more moderate because all the components of a mixture 
have relatively fast diffusion. 

Recent developments in adding pulsed field gradient capabilities to com- 
mercial high resolution spectrometers offer sufficient gradient strength to 
perform satisfactory diffusion measurements on small molecules (< 1 kDa) 
without compromising NMR lineshape or sensitivity. Provided that the 
NMR performance of the pulsed field gradient system is sufficiently good 
that individual signals are still well-resolved, the problem of deconvolut- 
ing overlapping Gaussian decays with different decay constants does not 
arise, and a simple two or three parameter fit can suffice. This opens up the 
possibility of achieving high resolution in both the spectral and the diffu- 
sion domains of a DOSY 2D spectrum. The potential significance of such 
experiments for the analysis of mixtures of small molecules is only just 
beginning to be appreciated [5, 9]. 

Suitable instrumentation for high resolution DOSY experiments might 
consist of a high field, high resolution spectrometer, and a probe with ac- 
tively shielded pulsed field gradients of at least 10 G cm -1 (0.1 Tm-1). 
High field strength is important if proton spectra are to be sufficiently well- 
resolved for signals to be accurately quantifiable without interference from 
overlap, while active shielding of the pulsed field gradient is necessary if 
lineshape distortions due to slow field recovery are to be avoided. Since 
proton NMR is the most obvious area in which to use HR-DOSY (although 
there are other interesting possibilities), the presence of scalar coupling 
needs to be taken into account when selecting a pulse sequence for mea- 
suring echo attenuation by pulsed field gradients. If echo modulation by 
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coupling is to be avoided, the periods for which the magnetization is trans- 
verse must be kept to a minimum. One possibility would simply be to use 
a short 90~176 echo sequence, keeping 7- to a few milliseconds, but 
this would require very powerful field gradient pulses indeed. A simpler 
solution is to exploit the freedom given by the relatively long spin-lattice 
relaxation times of small molecules and use a stimulated echo sequence. 
This extends the timescale of diffusion during the pulse sequence while al- 
lowing the periods during which the magnetization evolves under the scalar 
coupling to be kept to a minimum. Extending the diffusion time from mil- 
liseconds to tenths of a second greatly reduces the demands on field gradient 
strength. 

The conventional stimulated echo pulse sequence [10] may be extended 
without significant loss of sensitivity (beyond the factor of two inherent 
in the use of a stimulated echo) by the addition of a pair of 90 ~ pulses 
bracketing a short delay; this gives the LED sequence [11] of Gibbs and 
Johnson, which increases the time available for recovery from the second 
field gradient pulse. A final addition to give the practical sequence of fig. 1 is 
to add a few dummy gradient pulses at the start of the sequence for "gradient 
presaturation"; this may improve the reproducibility of the gradient pulses 
with some systems. The short phase cycle of table 1 suffers from unwanted 
coherence transfer pathways, but is generally adequate if the gradient pulses 
are not too weak; the minimum recommended cycle for practical purposes 
is the full 16 steps. The full phase cycle of table 2 enforces the desired 
coherence pathway throughout the sequence, and hence should be usable 
with any gradient pulse strength. The minimum recommended cycle is 16 
steps, with further improvements being obtained up to the full cycle of 256 
steps. Although field gradient pulses may be used in the delays 7-D and 7-s to 
select zero order coherence during these delays, this is a risky proceeding 
and it is preferable to rely on phase cycling, since unwanted coherence 
pathways may generate spurious echoes for particular values of diffusion 
encoding gradients. 

A further enhancement of the LED sequence which reduces very signifi- 
cantly the perturbation of the field-frequency lock, and hence improves the 
lineshape and the reproducibility of signals, is to use bipolar gradient pulses 
during the delays 7 of the sequence of fig. 1, with two equal and opposite 
gradient pulses bracketing a 180 ~ pulse [12]. This BPPLED sequence has 
two advantages: the disturbance of the main fieldis reduced, since the slow 
components of the perturbations caused by the two pulses cancel approxi- 
mately; and the deuterium transverse magnetization responsible for the lock 
signal does not experience a 180 ~ pulse, and hence refocuses as a gradient 
echo, rather than being spoiled as in the basic LED sequence. The bipolar 
LED sequence may, however, run the risk of causing systematic errors, un- 
derestimating diffusion because those regions of the sample which do not 
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Fig. 1. LED pulse sequence for the measurement of stimulated echoes attenuated by diffusion�9 Typical values for delays and pulse widths 
are 5 ms for the gradient pulse widths 7"G, 2--3 ms for the recovery time TR, 0.1 S for the diffusion time TO, and 5 ms for the storage time 

rs. Phase cycling for this sequence is given in table 1 and table 2. 
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TABLE 1 
Simple phase cycling for the LED 
sequence of fig. 1. Phases are 

shown in multiples of 90 ~ . 

~1 0 
~2 02 
~3 0 
~4 0022 
~5 0000 1111 2222 3333 
~R 0220 1331 2002 3113 
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TABLE 2 
Full phase cycling for the LED se- 
quence of fig. 1. Phases are shown in 
multiples of 90~ subscripts indicate 
that a given phase should be repeated 
the stated number of times, e.g., the 
notation 04 14 24 34 indicates the se- 

quence 0000 1111 2222 3333. 

q51 0123 
4~2 0 
(/)3 064 164 264 364 
~4 016 116 216 316 
(/)5 04 14 24 34 
~)R ~1 -- (/)2 -- (fi3 -~- ~4 + (/)5 

experience a full 180 ~ pulse between the two antiphase gradient pulses will 
not be spatially labeled. It is therefore important to apply EXORCYCLE 
phase cycling to at least one of the 180 ~ pulses. 

Having set up spectrometer and pulse sequence, spectra are then acquired 
with a range of field gradient pulse areas. Since it is important to keep 
systematic errors to an absolute minimum, it is best to use interleaved 
acquisition, cycling through the different gradient pulse areas during time 
averaging, reducing the effects of any field or temperature drifts over the 
course of the experiment. The number of different pulse areas to use depends 
on the range of diffusion coefficients to be covered and on the balance 
between systematic and random errors, but will typically be in the range 
of 10 to 30. As in any quantitative experiment, there is a balance to be 
struck when choosing a repetition rate between signal-to-noise ratio and 
accuracy, but in DOSY experiments a delay of 1-2 T1 suffices provided that 
care is taken to establish a steady state before acquiring data. In contrast 
to experiments such as inversion recovery, DOSY only requires that each 
pulse sequence start with the same longitudinal magnetization, and not that 
the spin system be fully relaxed. Depending on the concentration of the 
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sample, the nucleus being observed, and the accuracy sought in the diffusion 
domain, DOSY experiments may require anything from a minute or two to 
overnight. 

3. Data analysis 

Once the spin echo spectra as a function of gradient pulse area have been 
acquired, the problem is to extract the information on relative diffusion 
coefficients as efficiently as possible. The simplest situation, and the one 
to which DOSY is best suited, is where the signals of different species in 
the sample under study give rise to distinct, well-resolved signals. Here 
the intensities of the different signals can be determined rapidly and unam- 
biguously either by peak height measurement or by integration. Diffusion 
coefficients can then be extracted by fitting a Gaussian to the observed 
decay, using two parameters (amplitude and diffusion coefficient); a third 
parameter (DC offset) may be added if the spectra have a constant baseline 
error. 

However, before going on to consider in detail how best to analyze well- 
resolved spectra it is useful to look at the difficulties posed by less tractable 
systems. The problem of overlapping signals may appear in weak, medium 
or strong forms. The weak form is where signals with significantly different 
bandshapes or centre frequencies are partially overlapping. Here it should 
be possible to use iterative fitting methods to extract from the experimental 
data values for the relative contributions of the two different components to 
the overlapping signals in different spectra. The labour involved, both for 
the experimenter in formulating the fitting problem and for the computer 
system in carrying out the fit, is considerably greater than that involved in 
peak picking, but the data obtained should be reasonably accurate. 

The problem in its medium strength form occurs where there is overlap 
between signals with similar bandshapes and centre frequencies but dif- 
ferent NMR properties such as relaxation rates. Here it may be possible to 
combine relaxation and diffusion measurements into an experiment which is 
three-dimensional in the time domain (diffusion time, relaxation delay and 
acquisition time) but two-dimensional in the frequency domain. The relative 
contributions of the different signals to the bandshape can be separated by 
fitting the time-domain data to a suitable function of the relaxation rate and 
diffusion coefficient, an approach which has proved feasible for water in 
heterogeneous systems [13]. Here the accuracy of the diffusion coefficients 
obtained is likely to suffer by comparison with those for well-resolved sig- 
nals, but 10% or so should be a reasonable target to aim for where the 
overlapping signals have significantly different relaxation properties. 

The strong form of the problem, where signals overlap which are ef- 
fectively indistinguishable by NMR, is much less amenable. Here the only 
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recourse is to try to decompose the measured signal as a function of gra- 
dient into a superimposed set of two or more Gaussians. Although very 
sophisticated computer methods for such a decomposition are available [4], 
this is a notoriously difficult problem and the fitting process is only reliable 
for the separation of signals with very different diffusion coefficients. 

Having extracted; by fair means or foul, a diffusion coefficient for each 
significant component of the spectrum, a two-dimensional DOSY spectrum 
may be constructed by taking the bandshape of a given signal from the first 
(lowest gradient area) spectrum, and convoluting it in a second dimension 
with a Gaussian line centred at the calculated diffusion coefficient and 
with a width determined by the estimated error in diffusion coefficient 
obtained from the fitting process. A reasonable compromise here is to use 
a Gaussian constant in the diffusion domain equal to twice the estimated 
standard error; a purist might argue for half this value, but a pragmatist 
would wish signals with equal true diffusion coefficients to overlap strongly 
in the diffusion domain. The choice of  bandshape from the 1D spectrum 
inevitably is somewhat arbitrary; a simple algorithm is to ascribe to a given 
peak all the intensity in the 1D spectrum either side of the peak, until either 
the signal falls to 1% of its maximum value, or a point midway between 
two peaks is reached. Where the spectrum is not sufficiently well-resolved 
for individual peak heights to be used as the basis for extracting diffusion 
coefficients and some sort of decomposition using iterative fitting is used, 
the bandshapes to use as the basis of the DOSY spectrum may be obtained 
directly from the fitting process. 

The success or  otherwise of the construction of a DOSY spectrum hinges 
on the relative accuracy of the diffusion coefficients obtained, so it is vital to 
minimize the contributions made by systematic errors; in a well-conducted 
proton experiment with good signal-to-noise ratio these will generally pre- 
dominate over the very small random errors. Two important sources of 
distortion of the Gaussian dependence of echo signal peak height on field 
gradient pulse area are changes in the spectrometer lineshape as a function 
of gradient strength, and errors in the effective gradient amplitude. Fortu- 
nately each leaves internal evidence in the experimental spectrum that may 
be used to deduce a suitable correction for these systematic errors. 

Some change in the signal lineshape as the applied field gradients in- 
crease is inevitable even with the best apparatus, whether arising from the 
direct perturbation of the main field caused by the eddy currents left by the 
gradient pulse, or from the disturbance of the field-frequency - lock caused 
by the momentary loss of the deuterium signal. The effects of such pertur- 
bations will be felt equally by all signals in a spectrum, so by comparing 
the lineshapes of a given signal in successive spectra it should be possi- 
ble to deduce the changes taking place. The simplest way to translate this 
information into a corrected dataset is to use the reference deconvolution 
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or FIDDLE algorithm [14]. Here a reference signal is chosen for which a 
theoretical lineshape is known, for example a chemical shift reference such 
as TMS; the experimental spectrum is deconvoluted by the lineshape of the 
reference signal, and then reconvoluted by the ideal lineshape. In practice 
the manipulations take place largely in the time domain for computational 
convenience, and considerable care must be taken to avoid errors caused 
by truncation of the reference signal, but these methods are now compara- 
tively well-established (see Chapter 14). The result is a corrected spectrum 
in which the instrumental contribution to the lineshapes of the signals has 
been removed. This process is applied to all the spin echo spectra, taking 
care to ensure that the integrals of the signals remain unaffected, yielding 
a set of spectra in which the constancy of the lineshape from spectrum 
to spectrum ensures that the measured peak heights accurately reflect the 
signal intensities. 

Deviations in the effective experimental field gradient pulse areas from 
the values specified may be corrected by an analogous process, this time 
in the second domain of the experiment. Since the decay of a single signal 
as a function of field gradient pulse area is known to be pure Gaussian for 
unbounded diffusion, any deviation from a Gaussian must be attributable to 
errors either in the signal amplitude or in the gradient. If random errors in 
the amplitudes are small, as they should be in a spectrum with good signal- 
to-noise ratio, and systematic errors have been corrected with FIDDLE, then 
the remaining deviations can be attributed to errors in the field gradient. 
A well-resolved signal with relatively slow diffusion and good signal-to- 
noise ratio is therefore selected as a reference. If the assumption is made 
that this signal does in fact have a strict Gaussian dependence on gradi- 
ent strength, then the actual field gradient pulse areas experienced by the 
spins can be deduced from the signal amplitudes, provided that there is 
sufficient signal in each spectrum. The gradient strengths determined by 
this process can then be used to replace the nominal values in fitting the 
remaining signals. This procedure sacrifices some absolute accuracy in the 
determination of diffusion coefficient for what can be a significant improve- 
ment in the relative accuracy, which is the more important parameter for 
HR-DOSY since it is this which determines the ability to resolve signals 
in the diffusion domain. A useful extension to this process is to pool in- 
formation from the decays of a number of signals, or even all the signals, 
in order to extract a more accurate set of corrections to the nominal gradi- 
ent strengths. Although they are typically only a fraction of a percent, the 
corrections are quite significant in high field proton DOSY because of the 
good signal-to-noise ratio typically enjoyed by spectra. Once the contribu- 
tions made by lineshape distortions and gradient errors have been corrected, 
it is possible to achieve standard errors on diffusion coefficient fits of well 
below 1%. 
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4. Examples 

Figure 2 shows a stacked plot of a series of 30 500 MHz proton 
spectra of a mixture of choline chloride, acetone and TSP (sodium 3- 
trimethylsilylpropionate) in D20, chosen to give a well-resolved proton 
spectrum. The spectra were measured using the LED sequence of fig. 1 for a 
range of values of pulsed field gradient varying linearly up to 0.15 mT m -1 . 
16 transients were measured for each value of gradient, using delays 
~-G = 5 ms, 7-R --- 5 ms, 7-D --- 200 ms and ~-s - 50 ms, with a delay 
of 15 s between transients. The upper limit of field gradient pulse area used 
was chosen to be rather higher than would be usual for DOSY, in order 
to make the different Gaussian decay rates of the different signals more 
obvious. 

To construct the DOSY spectrum, the first twenty raw free induction 
decays were Fourier transformed and then deconvoluted with the FIDDLE 
algorithm using the TMS signal as reference, with a target lineshape of 
a Lorentzian 1.5 Hz wide at half height; the remainder of the data were 
discarded. Each spectrum was baseline corrected, and the peak heights of 
all the signals in the corrected spectra were then collated, and the decay 
of each signal fitted using two parameters to an exponential function of 
the square of field gradient pulse area. The decays of the three strongest 
signals were then used to compute the average deviation from the Gaussian 
curves of each of the nominal pulsed field gradient areas, and the calculation 
was repeated for all the signals using the recalibrated gradient areas. The 
diffusion coefficients thus obtained were then used to construct the 2D 
DOSY spectrum of fig. 3, as described earlier. The average standard error 
in diffusion coefficient obtained from the Gaussian fitting after the gradient 
calibration was approximately 0.2%. 

Figure 4 shows a 500 MHz high resolution DOSY spectrum of a per- 
chloric acid extract of gerbil brain, and illustrates the potential utility of 
DOSY in analyzing mixtures such as tissue extracts. Fifteen spectra were 
measured with the LED sequence using 512 transients per spectrum, in 
a total time of l0 hours. FIDDLE reference deconvolution using the DSS 
(sodium 3-trimethylsilylpropanesulfonate) line as reference and internal gra- 
dient calibration were used in the construction of the DOSY spectrum from 
measurements on 116 peaks. The assignments of a number of common 
metabolites are marked on the spectrum; as expected, the observed dif- 
fusion coefficients reflect the different sizes of the various species. The 
increased widths in the diffusion domain compared to those seen in fig. 3 
reflect the poorer signal-to-noise ratio of the 1D spectra obtained 

Figure 5 shows a 500 MHz DOSY spectrum of a sample of spearmint 
oil in deutefiochloroform, with TMS as reference. Essential oils such as 
spearmint represent a particular challenge for DOSY, since so many of the 
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Fig. 3. DOSY spectrum constructed from the data of fig. 2. The first spectrum of the set of 30 is shown at the 
top, and a projection of the DOSY spectrum onto the diffusion axis at the left. 
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constituents are monoterpenes with similar or identical molecular masses. 
20 spectra of 384 transients were measured overnight with the BPPLED 
sequence [12], using delays r6 = 5 ms, 7-R -- 0.1 ms, 7D -- 250 ms and 
TS -- 50 ms, with a delay of 7 s between transients. The experimental 
data were processed using FIDDLE with a target lineshape of a 1.35 Hz 
wide Lorentzian, and field gradient calibration was carried out using pooled 
data from 8 peaks. Standard errors for some diffusion coefficients estimated 
from the fitting process were as low as 0.3%, giving very good apparent 
resolution in the diffusion domain. One of the principal limitations of this 
type of spectrum, in which the signals are relatively poorly resolved in the 
spectral domain, is, however, the systematic perturbation of the apparent 
diffusion coefficients because of crosstalk between signals. The standard 
errors obtained from the fitting algorithm assume a single diffusion coeffi- 
cient; the standard error on the apparent diffusion coefficient obtained by 
fitting a composite signal formed from two resonances with similar diffu- 
sion coefficients will be significantly less than the difference in diffusion 
coefficient. Thus care must be taken in interpreting high resolution DOSY 
spectra where signals overlap. 

5. Discussion 

Three obvious areas in which progress is to be looked for are the use 
of more complex pulse sequences and further dimensionality in order to 
improve resolution, the development of better numerical methods for ex- 
tracting accurate diffusion parameters from overlapping signals, and the 
systematic manipulation of sample composition to increase the amount of 
information obtained. The principal limitation of HR-DOSY as it stands 
is the need to resolve individual signals in the spectral domain. Although 
very good results are achievable using conventional proton NMR, the small 
chemical shift range sets clear limits on the complexity of mixtures sus- 
ceptible to HR-DOSY analysis. It should be possible to extend the basic 
experiment to edited spectra, to other nuclei, and to higher dimensions; 
these approaches should improve usable resolution by at least an order of 
magnitude. Editing of proton stimulated echo spectra by multiple quantum 
or spin topology filtration should improve proton resolution very consider- 
ably while retaining excellent sensitivity. Combining stimulated echo and 
INEPT pulse sequences allows HR-DOSY carbon-13 spectra to be con- 
structed without the need for a fourfold increase in gradient strength; this 
carries a sensitivity penalty, but gives a very big increase in NMR resolu- 
tion. One of the most exciting possibilities is to add a PFG stimulated echo 
to 2D sequences such as DQFCOSY or HMQC, giving a 3D DOSY-COSY 
or DOSY-HMQC spectrum. The time demands are considerably less than 
those of most 3D experiments, since only 10-20 increments suffice for the 
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diffusion dimension. The gain in spectral resolution is accompanied by a big 
increase in the structural information obtained from the spectrum, allowing 
multiple structure determinations to be carried out on a single sample of a 
complex mixture. 

The problem of improving the treatment of overlapping spectra has al- 
ready been discussed briefly above. It seems unlikely that any spectacular 
progress will be made with the strong form of the overlap problem: the 
decomposition of overlapping exponential or Gaussian decays is a classic 
crux, and despite great efforts the results presently obtainable have standard 
errors far too big to be of use in high resolution DOSY. Prospects look much 
better, however, for the weak and medium forms of the problem; by paying 
a price either in analysis time or experimental time it should be possible to 
obtain usable results in these two cases. In systems which do not offer scope 
for three-dimensional experiments, whether for lack of sample or lack of 
exploitable correlations between spins, direct analysis of overlapping spin 
echo spectra remains the most hopeful avenue to pursue. 

The third area in which significant advances should be possible is in the 
manipulation of sample properties to increase the interpretable information 
offered by HR-DOSY. The principal methods that compete with DOSY are 
the classical approach of bulk separation followed by spectroscopy on the 
fractions produced, which is both time-consuming and labour-intensive, and 
LC-NMR, which demands special hardware. One of the strengths of HPLC 
is the scope for manipulating retention time by changing the composition 
of the static and mobile phases. This suggests the possibility of manipu- 
lating diffusion coefficients by changing the solvent (by analogy with the 
chromatographic mobile phase) or by adding cosolvents to associate with 
solutes and hence slow their diffusion selectively (by analogy with the sta- 
tionary phase). A very simple experiment that should be revealing with 
ionic species would be to change the pH or ionic strength and monitor the 
diffusion changes produced. It should also prove much simpler to interpret 
the absolute diffusion coefficients obtained with DOSY in such experiments 
than it is to interpret retention times. 

The HR-DOSY method outlined here is potentially a very powerful tool 
for the NMR analysis of complex mixtures. There are significant technical 
challenges in its successful implementation, but early results suggest that 
the method could greatly reduce the labour involved in analyzing complex 
mixtures such as biofluids and tissue extracts. 
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1. Introduction 

Most molecules are not fixed, rigid structures in solution. Chemical bonds 
may bend and rotate, so the atomic geometry will change. Even at room 
temperature, weak bonds may break and re-form, so that atoms exchange 
positions. The average structure of the molecule remains the same, but 
the detailed structure can be quite dynamic. Because Nuclear Magnetic 
Resonance (NMR) is so sensitive to chemical bonding, the dynamics can 
have dramatic effects on the NMR spectrum. There is a timescale associated 
with an NMR spectrum, so a range of rates (typically 1-105 s -1) can 
be studied relatively easily. Many of the interesting dynamic processes in 
molecules fit nicely into this rate window. NMR therefore offers one of the 
best ways of studying chemical exchange. 

This chapter is aimed at giving an overview of the principles of chemical 
exchange and a review of the methods for measuring it by NMR. For 
each method we give the principles of the method, some indication of 
the theory behind it, a description of how data are analyzed, and finally 
some experimental results, details and opinions. This covers the familiar 
coalescence methods, as well as several other ways for extracting rates 
which are readily implemented on FT NMR spectrometers. Each has its 
applicable range of rates and its strengths and weaknesses. It is clear that 
the appropriate technique should be used and that a combination of several 
methods will give better results. The aim here is to describe the various 
techniques available, and to offer some of our opinions on which ones 
should be used. 

The measurement of exchange rates is important, since it gives us vital 
information on the transition state between reagents and products. Absolute 
rate theory states that the rate is given by eq. (1), in which k, h and R 
are Boltzmann's, Planck's and the gas constants, and T is the absolute 
temperature. The transmission coefficient, ~, is usually taken as 1. The 
thermodynamic functions AG, AH and AS represent the change between 
the initial and transition states. 
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Fig. 1. Eyring plot of log(rate/temperature) vs (1/temperature) for the chemical exchange of 
the aldehyde proton in furfural. Crosses represent measured rates and the straight line is the 

best fit to eq. (1) in the text. 

rate -- n k---~~ e-AG/RT 

-- ~ k---~~ eAS/Re-AH/RT. (1) 

An Eyring plot of log( ra te /T)  vs. 1/T (fig. 1) should give a straight 
line with a slope equal to -AH/R and an intercept related to AS. Many 
good measurements of A H  are available in the literature, but values of AS 
are less reliable, since an extrapolation back to lIT = 0 in the Eyring 
plot is involved. Figure 1 shows rate measurements over a temperature 
range of 140 K, yet still there is a considerable extrapolation. However, 
measurements of reactions rates still provide the best way of studying the 
all-important transition state in a reaction. 



Chemical Exchange Measurements in NMR 231 

The determination of the thermodynamic activation parameters for dy- 
namic processes contributes to an overall understanding of the bonding and 
conformational details of exchanging molecules. NMR has extensively been 
used, and a variety of methods have been developed for this purpose [ 1-5]. 
In order to obtain reliable data, it is essential to measure rates of exchange 
over as wide a range of temperatures (and thus rates or time scales) as pos- 
sible [3-6]. The NMR chemical exchange time scale may be considered to 
consist of three distinct regimes: the slow, intermediate, and fast exchange. 
These time scales may be defined, for the simplest case of two exchanging 
sites 1 and 2 with equal populations, i.e., 

site 1 ~ site 2 (2) 

in terms of the ratio of the rate constant k to the chemical shift separation 
(in frequency, not ppm) between the sites, Aul,2. In slow exchange, the 
rate is much less than the separation, so the normal spectrum is observed 
with a slight broadening of the lines due to the dynamics. As the rate goes 
up, the lines broaden more and eventually coalesce, as is characteristic of 
intermediate exchange (fig. 2). Finally, fast exchange is the regime when 
the rate is much greater than the separation. In this case there is a single 
line at the average chemical shift, but it still has some residual width due 
to exchange. In general, any particular method of rate measurement will 
be useful only over a restricted range of temperatures. A combination of 
techniques is essential in order to accomplish a complete and thorough 
dynamic NMR study [7-11]. 

The effects of intermediate exchange on the appearance of the lineshapes 
are already familiar [1-12]. From the observation of exchange-broadened 
lineshapes, measurements of rates at the coalescence temperature have been 
widely used to estimate energy barriers for intramolecular exchange pro- 
cesses [ 1, 3, 4, 6]. Complete lineshape analysis methods, in which calculated 
lineshapes are compared to the corresponding experimental spectra to deter- 
mine exchange rates, have been used for studies of exchanging systems of 
varying complexity [3-5, 13-16]. With the inclusion of any relevant scalar 
couplings, and allowances for any temperature dependence of the chemical 
shifts in the corresponding formulation, lineshape methods are best suited to 
the intermediate exchange regime [3-5]. Indeed, complete lineshape analy- 
sis methods can sample an exchange process over all three regimes of the 
NMR exchange time scale, and are in theory applicable over a range of 
rates encompassing approximately 10-10 3 s -1. 

The intermediate exchange regime may, however, represent only a nar- 
row region of an accessible exchange process. At the extremes, neglect 
of long-range couplings and other effects can introduce pernicious biases 
into the measurements [17]. Also, in unequally populated cases, the mi- 
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Fig. 2. Experimental NMR lineshapes for the two N-methyl signals in 3-Dimethylamino-7- 
methyl-l,2,4-benzotriazine. We are grateful to C.J.L. Lock and T. Fauconnier for a gift of 

the sample. 

nor component broadens proportionately faster (fig. 3), so that it becomes 
unobservable quite quickly. Thus, in order to expand the lower and upper 
limits of accessible rate measurement, it is necessary to employ methods 
other than lineshape analysis. For systems possessing either relatively high 
or low barriers, or those compounds characterized by thermal instability, the 
slow or fast exchange regimes may be the only ones which can be studied. 
It has recently been shown that a complete study of chemical exchange in 
relatively straightforward exchanging systems is best accomplished using a 
combination of NMR methods, each best suited to a particular regime of 
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Fig. 3. Simulation of the lineshape of the aldehyde proton in furfural in the intermediate ex- 
change region, and its constituents (lower lines). The lineshape consists of two components, 
each normal NMR lineshapes but distorted in position, phase, intensity by the dynamics. 

the exchange time scale [10, 11]. Such a combination of methods provides 
the widest possible range of temperatures over which reliable rate data can 
be obtained. 

One simple example of chemical exchange is furfural (fig. 3). This is 
a classic case of chemical exchange between unequally populated sites 
[18-20]. We have chosen an unequally-populated two-site case because it 
shows almost all of the important phenomena, but is easy to understand 
and repeat. The fact that the equilibrium constant is not equal to 1 in 
this exchange means that both the exchange rate and the populations of 
the two sites are temperature dependent. Furthermore, since the minor site 
broadens relatively quickly, this means that the range of rates over which 
lineshape methods are useful is quite small. Finally, the barrier in furfural 
(AH* = 40 + 1 kJ mo1-1, AS* -- 27 + 5 J K -1 mo1-1 in acetone) is such 
that the three regimes of chemical exchange are accessible in the - 1 0 0 ~  
to + 100~ range that is convenient for typical solvents and spectrometers. 

In this chapter, we discuss NMR methods for rate measurements in all 
three regimes. First we discuss a new way of looking at the coalescing 
lineshapes in intermediate exchange. Then we cover standard and alternative 
NMR methods for studies of slow and fast chemical exchange. For many 
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systems undergoing slow chemical exchange, the exchange may be too 
slow to result in apparent broadening of the resonances of the exchanging 
sites, but may be comparable in magnitude to the spin-lattice relaxation 
rates. The selective inversion technique exploits the effects of exchange 
rates which are comparable to spin-lattice relaxation times for application 
to studies of slow exchange, and provides the optimal means for probing 
slow exchange systems of varying complexity. For systems undergoing fast 
chemical exchange, the upper limit of accessible rate measurement is largely 
determined by the ability to measure the spin-spin relaxation time T2, or the 
intrinsic linewidth, of narrow lines. The offset-saturation method provides 
a convenient and facile way of measuring T2, and has proven to be a useful 
technique for obtaining rates of exchange which are beyond the upper limit 
of lineshape analysis. This combination of techniques can yield excellent 
data over a wide range of rates. 

2. Lineshapes in the intermediate exchange regime 

2.1. Principles 

In the intermediate exchange regime, the rate constant is comparable to 
the difference in Larmor frequency between the two sites ( ~ A -  ~OB). In 
this region, the spectra may be observed as broad overlapping peaks which 
coalesce to a broad singlet at higher temperatures or faster exchange rates. 
Indeed, the observation of lineshapes beating characteristics of intermediate 
exchange is the classical indicator of an exchange process occurring [3]. It 
is difficult to make approximations to the lineshape equations to obtain a 
simple closed form of the exchange equations for evaluating the lifetimes 
TA and ~-S in the intermediate exchange region. Early procedures attempted 
for determining intermediate exchange rates using closed form solutions of 
the lineshape equation proved very susceptible to systematic errors and thus 
no longer find use [3, 6]. 

One important relationship which has survived from the earliest days 
of DNMR [1] and which is still used to estimate exchange rates is the 
relationship between the exchange rate kc which is the rate that just results 
in coalescence of the A and B signals into a broad, single, flat-topped 
absorption. From differentiation of the lineshape equation, it is possible to 
obtain the simple expression [1] 

k c  - - ( 3 )  

which is applicable only for equally-populated ( P A  - -  PB - -  0 . 5 )  sys- 
tems, and when the signal separation (UA- UB) is large compared with 
the linewidths at half-height for A and B. The use of eq. (3) to obtain the 
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exchange rate and corresponding thermodynamic data at the coalescence 
temperature depends on the ability to adequately control the temperature 
and obtain the coalescence point accurately. The exclusive use of rate data 
based on coalescence measurements is often used to obtain thermodynamic 
parameters for rate processes. The parameter AG in eq. (1) is often quoted, 
which is tantamount to quoting the exchange rate itself. To be consistent, 
AG values are often reported at a standard temperature such as 273 K. 
With associated errors and the fact that it represents only a single rate and 
corresponding temperature, the use of the rate at coalescence should not 
stand by itself to represent accurate data for an exchanging system. A more 
complete kinetic study should be carried out when possible [3, 6]. 

The most accurate method for obtaining rates in the intermediate region 
and which is applicable over the largest range of rates is the generation 
of the lineshape and direct comparison with the corresponding experimen- 
tal spectrum, either visually or ideally by an iterative procedure [3-5, 21]. 
Such comparisons of observed and calculated spectra are accomplished most 
preferably by a computerized complete lineshape fitting method using a 
least-squares comparison of the observed and computed normalized absorp- 
tion intensities over an appropriate frequency range at suitable frequency 
intervals, with the exchange rate as the important variable [3, 6, 13, 22]. 

In many of these descriptions of lineshapes, chemical exchange line- 
shapes are treated as a unique phenomenon, rather than simply another 
example of relaxation effects on lineshapes. This is especially true for line- 
shapes in the intermediate time scale, where severe broadening or over- 
lapping of lines may occur. The complete picture of exchange lineshapes 
can be somewhat simplified, following Reeves and Shaw [13], who showed 
that for two sites, the lineshape at coalescence can always be described by 
two NMR lines. This fact can be exploited to produce a clarified picture 
of exchange effects on lineshapes and to formulate a new method for the 
calculation of exchange lineshapes [16, 23]. This method makes use of the 
fact that lineshapes, even near coalescence, retain Lorentzian characteristics 
[13] (fig. 3). These lines, or coherences, are each defined by an intensity, 
phase, position, and linewidth, and for each line in the spectrum, the con- 
tribution of that particular line to the overall free induction decay (FID) or 
spectrum can be calculated. 

2.2. Theory 

Various theoretical formalisms have been used to describe chemical ex- 
change lineshapes. The earliest descriptions involved an extension of the 
Bloch equations to include the effects of exchange [1, 2, 12]. The Bloch 
equations formalism can be modified to include multi-site cases, and the 
effects of first-order scalar coupling [3, 13, 24]. As chemical exchange is 
merely a special case of general relaxation theories, it may be compre- 
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hensively treated by quantum mechanical or density matrix formulations. 
The exchange theory of nuclear spins in magnetic resonance in quantum 
mechanical terms has been developed, based largely on the early work of 
Kaplan [25] and Alexander [26, 27], who derived a complete solution for 
the lineshape of the steady state spectrum using density matrix techniques. 
Further extensions of the quantum mechanical formulation of exchange us- 
ing Liouville-space superoperator techniques have been made [4, 15, 28]. 
Sophisticated quantum mechanical formalisms of exchange have since been 
refined and form the basis for computer programs for which generate line- 
shapes to fit NMR spectra with chemical exchange [3, 4, 15, 22, 29, 30]. 
These theories will not be discussed here in detail, but are significant for 
their accurate description of exchanging lineshapes. The density matrix for- 
malism provides the most complete description of exchange effects, with the 
ability to accommodate perturbations such as second-order coupling effects 
[2-5, 22, 25, 31], although the accompanying algorithms may be computa- 
tionally intensive, limiting the applicability in cases such as systems having 
multiple sites. 

The basis of the approach presented here is a re-examination of the tran- 
sition probability [23]. A familiar example is shown in fig. 4, which shows 
the simulated lineshape due to mutual exchange in an AB system [32]. It is 
clear that the static spectrum of an AB spin system at equilibrium is made up 
of four transitions whose intensifies are proportional to the transition prob- 
abilities. All the other spectra in fig. 4 are of the same spin system, with 
different rates of mutual exchange. The traditional approach to exchange 
has been to treat these as single l ineshapes- to calculate the total signal at 
any given frequency. The dynamic spectra are then traced as a function of 
frequency [1, 2, 22, 28, 30, 33-35]. In contrast, we prefer [16, 23] to regard 
all these spectra as the sum of four transitions [ 13]. The signal at any given 
frequency is the sum of the contributions of the four lines. Furthermore, we 
can deal with the four transitions in the time domain, as we would do with 
a pulse Fourier transform spectrum. The results are the same, of course, but 
the re-formulation clarifies the concepts and simplifies the solution. 

In order to define the transitions in fig. 4, we need to go back and 
examine the transition probability, which is usually given by time-dependent 
perturbation theory [36]. If (fiX is the initial state, ~bf the final state and I~ the 
perturbation, then the transition probability is given in eq. (4). Two factors 
make up the transition probability, and they are complex conjugates, so 
the intensity is real. In the generalization presented here, these two factors 
have a physical interpretation: they are the projections of the individual 
transitions along the total magnetization. In a dynamic system, the two 
factors are not complex conjugates, so the lineshapes in fig. 4 are more 
complicated. In spite of this, we may still treat them as transitions, as in 
the static case .  
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Fig. 4. Simulations of the mutual exchange in an AB spin system, along with the components 
of each lineshape. All the spectra in this figure are the sum of four l ines.  

Transition Probability cx I(~fllxt~i)12 

= (r ]r (r162 
(4) 

In a pulse NMR experiment, the z magnetization is flipped into the xy 
plane, and the individual transitions start to precess. During the detection, 
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the total x y  magnetization of the spin system is measured as a function of 
time. In physical terms, one of the factors in eq. (4) comes from the fact 
that the total z magnetization (converted to x y  magnetization by the first 
pulse) must be divided amongst the individual NMR coherences. Each line 
in the spectrum gets its share of coherence before it starts precessing. The 
other factor comes from how visible each transition is to the detector. If 
we have a pulse experiment, the spin manipulations fit "between" the two 
factors in eq. (4). The initial magnetization is divided into the individual 
coherences, these are manipulated by the pulse sequence, and then the signal 
is detected. The two factors are complex conjugates, so the line intensifies 
are real. In a dynamic system the two factors are no longer equal, and 
the transition probability has both real and imaginary parts. The real and 
imaginary terms give the intensity and phase distortions that are common in 
pulse experiments. All the spectra in fig. 4 are made up of four transitions; 
the only difference is the character of the transition probability. 

The fundamental equation is the equation of motion for the density ma- 
trix, p, [371 as in eq. (5). 

h i~-~ ~-~p - [H, p]. (5) 

It is more convenient to re-express this equation in Liouville space [37-39], 
in which the density matrix becomes a vector, and the commutator with the 
Hamiltonian becomes the Liouville superoperator. We will use bold-face 
upper-case italic letters to denote superoperators. Equation (5) becomes: 

h 
i ~--~ -~ p - L p . (6) 

If we use frequency units (h/27r = 1), then the formal solution to (6) is 
given in (7), in which exp0 denotes the exponential of a matrix: 

p(t)  = e x p ( - i L t ) p ( O ) .  (7) 

Relaxation or chemical exchange can be easily added in Liouville space, 
by including a Redfield matrix, R,  for relaxation, or a kinetic matrix, K ,  
to describe exchange. The equation of motion becomes: 

p(t)  = exp{ ( - i L  - R -  K ) t )  p(O). (8) 

In NMR, we detect the magnetization in the x y  plane, so we may say that 
we always measure the expectation value of the Iz  operator. It may be a 
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function of several time variables, including the time during the acquisition, 
but it is always given by (9): 

(Ix(t)) = trace(Izp(t)). (9) 

In Liouville space, both the density matrix and the I~ operator become 
vectors. The scalar product of these Liouville space vectors is the trace of 
their product as operators. Therefore, the NMR signal, as a function of a 
single time variable, t, is given by (10), in which the parentheses denote a 
Liouville space scalar product: 

NMR Signal = (Ix lp(t)). (lo) 

We start at equilibrium. In the high-temperature approximation, the equi- 
librium density operator is proportional to the weighted sum of the lz oper- 
ators, which we will call Fz. We assume that a simple, non-selective pulse 
has been used at the start of the experiment. This rotates the equilibrium z 
magnetization onto the x axis. After the pulse the density matrix is therefore 
given by Fz, and it will evolve as in equation (7) or (8). If we substitute 
(8) into (10), we get the NMR signal as a function of time t, as given by 
(11). The detector sees each spin (but not each coherence !) equally well. 

NMR Signal - (Ix I exp{ ( - i L  - R - K)t}  Fx) 

= ( I x [ e x p { ( - i L -  R -  K) t}  IF x). 
(11) 

This equation can be solved several ways [40]. One method involves 
diagonalizing the Liouville matrix, iL + R + K .  The matrix, iL + R + K ,  
is precisely the matrix that Binsch deals with [22, 35]. If U is the matrix 
with the eigenvectors as columns, and A is the diagonal matrix with the 
eigenvalues down the diagonal, then we can write (11) as (12). This is 
similar to other eigenvalue problems in quantum mechanics, such as the 
transformation to normal co-ordinates in vibrational spectroscopy. 

NMR S i g n a l -  (lx ] U -1 exp(-iAt)U l Fx). (12) 

Note that the Liouville matrix, iL + R + K may not be Hermitian, 
but it can still be diagonalized. Its eigenvalues and eigenvectors are not 
necessarily real, however, and the inverse of U may not be its complex- 
conjugate transpose. If we allow complex numbers in the equation, (12) 
is a general result. Since A is a diagonal matrix we can expand in terms 
of the individual eigenvalues, Aj. We can also apply U -1 ("backwards") 
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to Ix, and obtain equation (13). This is the basis of defining the transition 
probability in a dynamic system. 

NMR S i g n a l -  y ~  (U-1Iz)j(UFz)je i'xjt 
J 

(13) 

The quantities (U -1 fx)j and (UF~)j in (13) are projections of the eigen- 
vector j along Ix. From the above equations, we can interpret these as fol- 
lows. The term (UFz)j is the amount that the transition j received from 
the total x magnetization, created from the equilibrium state, and (U-1Iz)j 
is how much that transition contributes to the observed signal. These two 
terms may not be equal, as we see in exchanging systems. This general 
approach forms the basis of the description of dynamic NMR lineshapes. 

2.3. Data analysis 
Equation (13) gives us a complete way of calculating the lineshape of any 
exchanging system, coupled or uncoupled. Using this method, or any of the 
standard programs, such as DNMR3, a lineshape can be calculated for a 
given set of kinetic and spin parameters. On most modem spectrometers, the 
data structure for the spectrum is well-documented, so comparisons between 
calculated and experimental spectra is relatively easy. The parameters can 
then be changed so that a best fit is obtained. 

2.4. Experimental 
The principles of getting good spectra in the intermediate exchange region 
are well-known and essentially the same as those for obtaining any one- 
dimensional spectra. The temperature must be stable, and accurately known. 
Modem spectrometers are able to maintain temperatures within ranges of 
about -t-0.2 K, which is normally sufficient but not ideal. The magnet must 
be shimmed well, so that the lineshape can be ascribed to chemical exchange 
effects and not shimming, which will affect even the broad lines. To this 
end, a compound such as TMS is often added to the sample to provide 
a lineshape reference [41]. Waiting at least 5T1 between scans is often 
not needed, except to maximize the signal, since the Tl'S of the two sites 
are averaged by the exchange. Saturation will affect the whole lineshape 
uniformly. Finally, near coalescence the spectrum will be very broad, and 
the associated FID will decay very quickly. In this case, it is useful to 
broaden the sweep width, which is equivalent to increasing the digitization 
rate. In the time domain, this means more data points are collected during 
the fast-decaying FID, and so it is better defined. In the frequency domain, 
there is much more baseline in the spectrum, so that recognizing a broad line 
against the baseline, and phasing it, become easier. With these precautions, 
good lineshapes should be obtained. 
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3. The selective inversion experiment for slow chemical exchange 

In the slow exchange regime, well below the coalescence temperature, the 
exchange rate k is less than the chemical shift difference the sites Aul,2, 
and the characteristic resonances for each site are separately resolved. Be- 
low a certain temperature, the exchange rates may be too slow to result in 
apparent exchange broadening of the resonances. In such cases, lineshape 
analysis methods are of limited usefulness, and other methods are required 
for accurate measurements of the exchange rates. One of the early meth- 
ods, due to Hoffman and Fors6n [32, 42-44] used the competition between 
spin relaxation and chemical exchange. Over the past decade or so, there 
has been widespread use of two-dimensional techniques, such as applica- 
tion of the NOESY-type pulse sequence, to study slow exchange processes. 
When chemical exchange is the mode of magnetization transfer, these 2D 
experiments are known as EXSY, or 2D exchange spectroscopy [37, 45]. 
These EXSY experiments produce a map in which cross peaks indicate 
which sites are exchanging with each other, giving a clear and unambigu- 
ous picture of the overall exchange pathways or processes. These pictorial 
depictions of chemical exchange are a definite advantage when elucidating 
the exchange processes in complicated multi-site exchange systems [46- 
54]. For qualitative mapping of exchange networks, EXSY is clearly the 
method of choice. 

We feel that two-dimensional exchange spectroscopy, however, may not 
be the optimal methodology for the extraction of quantitative information 
or exchange rates. In order to obtain values of the exchange rates using 
EXSY, it is necessary to measure cross peak volumes, generally as a func- 
tion of mixing time. In general, volumes are more difficult to measure than 
areas [55-62], with errors arising from factors such as spectrometer noise, 
digitization, and truncation [56, 63, 64]. In addition, the important parame- 
ter in 2D EXSY experiments, the mixing time, is dependent on the rate of 
exchange and on the spin-lattice relaxation time T1. Several studies have 
shown that the ability to obtain useful information from EXSY-type exper- 
iments is dependent on optimal setting of the mixing time [50, 54, 65-68]. 
Too short a mixing time results in small or negligible cross peaks, while a 
mixing time that is too long may result in a loss of signal intensity due to 
T1 relaxation, and provides the potential for higher order peaks to appear. 
In addition, multiple two-dimensional experiments are time-consuming, and 
require large amounts of spectrometer disk space. With these limitations in 
mind, alternatives to two-dimensional exchange spectroscopy for measuring 
reliable rate data in the slow exchange regime must be considered, and can 
be found in applications of relaxation spectroscopy techniques. 

If exchange rates are of the same order as the spin-lattice relaxation times, 
we can measure one relative to the other. This fact can been exploited, using 
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double-resonance techniques or generalizations of the inversion-recovery 
experiment to separate the competing effects of spin-lattice relaxation and 
chemical exchange, and ultimately determine the exchange rate. The pio- 
neering experiments in this area were undertaken by Hoffman and Fors6n 
[32, 42-44], who introduced a transient or time-dependent double-resonance 
saturation-transfer method which could be implemented on continuous- 
wave NMR spectrometers. They demonstrated that, for the simplest case of 
two exchanging sites, saturation of the resonance of site 1 with a second 
rf field resulted in the fluctuation in intensity of the second unsaturated 
resonance (site 2) as a function of time. The corresponding rate of ex- 
change could be determined from an analysis of the time dependence of 
the magnetizations, using the B loch equations incorporating chemical ex- 
change. Hoffman and Fors6n demonstrated that their method was capable 
of extending the lower limit of rate measurement to below the limit accessi- 
ble by conventional single resonance techniques, particularly for exchange 
lifetimes in the range 1-10 s. 

The advent of pulse FT NMR spectroscopy and the relative ease with 
which spin-lattice relaxation time measurements can be performed on mod- 
em spectrometers has seen an increased use of pulse FT techniques anal- 
ogous to the saturation transfer method for the study of slow chemical 
exchange. Many related techniques have been developed, as modem pulse 
methods permit facile and versatile manipulation of a spin system in con- 
cert with direct observation of the exchange process. Generalizations of 
the inversion-recovery experiment for T1 measurement have proven to be 
amenable to the study of slow exchange processes [48, 69-74]. Selective 
inversion experiments in particular exploit the advantages of pulse FT NMR 
and have proven to be of extreme utility in the determination of rates in sys- 
tems undergoing slow exchange, largely supplanting the classic saturation- 
transfer method. 

Selective inversion experiments for the determination of slow exchange 
rates are analogous to the saturation-transfer method in that they involve 
selective manipulation of one of the exchanging sites, while observing the 
subsequent effect on the second site as a function of time [48, 69, 70]. 
Chemical exchange, if present, will provide an alternative route to normal 
spin relaxation processes which a spin system undergoes, if perturbed at 
the start of an experiment. The rate of relaxation will depend on both the 
exchange rate k and the spin-lattice relaxation rate (T1) -1 (fig. 5). 

An important point is that the initial non-equilibrium state largely de- 
termines the relative contributions of exchange and normal spin-lattice re- 
laxation to the re-establishment of equilibrium. We have a good deal of 
control over the initial state, so we can enhance or suppress particular pro- 
cesses. For example, if the magnetizations in both sites are inverted, the 
return to equilibrium will be dominated by spin relaxation providing the 
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Fig. 5. Relaxation of the N-methyl signals in 3-Dimethylamino-7-methyl-1,2,4-benzotriazine 
(fig. 2), following a selective inversion of the low-frequency line. The spectra were taken 

at 220 K on a Bruker AC300 spectrometer. 

relaxation rates for both sites are similar. For a simple two-site system un- 
dergoing slow exchange, the application of a non-selective inversion pulse 
sequence such as the common 180~ ~ experiment results in the inver- 
sion of the initial z magnetization after the 180 ~ pulse, which will then 
return to equilibrium along the z axis at a rate determined mainly by the 
relaxation rate (T]) -1. Thus, the initial magnetization of sites 1 and 2 will 
be M~I(0) and M~2(0) respectively, with the equilibrium magnetizations 
being M~](ec) and M~2(oc) for site 1 and site 2 respectively. Immediately 
following the 180 ~ pulse, the initial conditions will be M~] (0) - -M~]  (oc) 
and M~2(0) = -M~2(oc).  The non-selective experiment is relatively insen- 
sitive to the exchange rate, k. Exchange tends to equalize the two lines, and 
they start out equal and are equal at infinity in this experiment. However, 
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if site 1 is selectively inverted (fig. 5), so that M z l ( 0  ) -- -Mzl ( (X)  ) but 
M~2(0) = Mz2(Oc), exchange strongly effects the relaxation. Site 1 relaxes 
more quickly than in the non-selective experiment under both spin-lattice 
relaxation and exchange, and site 2 shows a transient behavior, as in figs 5 
and 8. 

The quantitative analysis of selective inversion experiments can be ac- 
complished by considering the formal equations for coupled relaxation and 
exchange. This formalism permits the construction of a parameterized model 
in matrix formulation containing the relaxation and exchange rates [70]. For 
an exchanging system with n sites, the general process of spin relaxation 
coupled with chemical exchange can be described in terms of the time 
dependence of the magnetizations as in equation (14). 

1 . . . .  A �9 �9 . (14) 
i~t - �9 - 

Mn(oO) - Mi( t )  Mn(oO) - Mn(t) 

In this equation the matrix A is defined by equations (15): 

R1 --k21 --k31 . . . .  knl 
--k12 R2 --k32 . . . .  kn2 

A - . . . . .  (15) 
o , o 

�9 o o 

--kin -k2n -k3n "'" I~n 

The diagonal elements of A are given in equation (16), 

1 
Ri = Tli + Z kit, (16) 

where Ri is the relaxation rate of site i, Tli is the spin-lattice relaxation 
time of site i, and kij is the rate of exchange from site i to site j .  This 
formulation effectively ignores off-diagonal relaxation terms, which give 
rise to nuclear Overhauser effects. Note that since the principle of detailed 
balance applies, this kinetic scheme will determine the relative values of 
the equilibrium magnetizations [74]. 

The formal solution to the coupled set of differential equations presented 
in equation (14) is given by equation (17) [75]. 

I M I ((N~) -- M I (t) 1 

M (oo)- M (t) 
= e x p ( - A ,  t) 

M1 (cx:)) -- M1 (0) ] 

] i -- " 
M (O) 
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= U exp ( -A ,  t ) U  -1 
I Ml(oO) -- Ml(O) l 

Mn(cXD) - Mn(O) 

(17) 

In this equation, A is the relaxation matrix in eq. (14), A is the diagonal 
matrix of the eigenvalues, and U is the matrix with the eigenvectors of A 
as its columns. Note that this is identical to eq. (8), except that now all the 
frequencies are zero. 

For a two-site equally populated system, the solution to eq. (17) is rela- 
tively straightforward. In this case, the return to equilibrium for the mag- 
netization in site A can be solved analytically [75] as given by 

1 
- ( t )  - - i + e -  _ 

+ r  - ( 0 ) ]  . 

(18) 

In eq. (18), Ml(t)  and Mz(t) are the magnetizations at time t for sites 1 
and 2 respectively, M(oc) is the equilibrium value of the magnetization in 
either site, R is the spin-lattice relaxation rate (-- 1 IT1) for the two sites, 
which are assumed to be equal, and k is the exchange rate. For a larger 
system, numerical solutions are readily available with standard eigenvalue 
methods [42-44]. 

4. Data analysis 

The exchange rates hi can be obtained from selective inversion experiments 
and the use of eqs (17) or (18) by two different methods. The first method 
is a non-linear least-squares iterative procedure, in which initial guessed 
values of the exchange rates and other parameters are put into a model. 
The resulting calculated set of data is then compared to that of the observed 
data set. A new set of parameters is then calculated, with the parameters 
varied until the sums of squares of the differences between the observed and 
calculated data, as defined by the appropriate ~2 function, is minimized, or 
a convergence criteria is met [76-78]. This minimization procedure can be 
accomplished using linearization, Marquardt, or steepest-descent methods 
[77, 78]. The second method of data analysis is to invert the equation and 
attempt to solve for the matrix elements directly, which can prove to be a 
somewhat complicated and potentially unstable procedure [46, 47, 79-81]. 
We prefer to analyze the selective inversion experiments using the first 
method, which is robust and provides a convenient way of estimating the 
parameters and their associated error. For the simplest two-site equally- 
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populated case, incorporating the five parameters M(c~), MI(0), M2(0), 
R and k into a parameterized model allows facile determination of the 
rate constant by non-linear methods [70, 75]. The relaxation rate R is best 
determined directly from a separate inversion-recovery experiment in order 
to obtain the input value for that particular parameter. 

As mentioned above, the non-linear least-squares fitting procedure allows 
an estimate of the errors in the parameters for a fit to a particular set of 
data. In non-linear problems, it is impossible to define an exact definition 
of the error associated with any particular parameter, since the parameters 
are not statistically independent [76-78, 82]. In many instances, for ex- 
ample, for the comparison of rates in multi-site processes, the errors may 
be important as the data themselves, so that accurate determination of the 
errors as well as the rates may be critical [74]. The non-linear least-squares 
method essentially provides a built-in determination of errors from the iter- 
ative procedure, in the form of the variance-covariance matrix of the data 
[76, 78]. Ignoring the off-diagonal elements (covariances) and taking the 
diagonal elements to be the variances of the parameters gives a simple but 
inaccurate way of determining parameter error. A more accurate way of cal- 
culating parameter error is to define, in parameter space, an ellipsoidal (X 2) 
surface determined by the required confidence level. A confidence region 
for a single parameter can be determined by projecting the entire surface 
onto the appropriate parameter axis, to give an estimate of the error of a 
particular parameter without influence from other values [76, 78, 83, 84]. 

4.1. Experimental methods 

The initial states of the spin system in a selective-inversion experiment can 
be created using various selective excitation pulse sequences such as the 
DANTE experiment [85, 86], or more sophisticated types of shaped pulses. 
A form of the 900-7--90 ~ sequence [48, 87], (compare the 1-1 sequence for 
solvent elimination, or the NOESY experiment) offers the advantage of of- 
feting two variable parameters, namely the rf transmitter offset and the delay 
time 7-. Both parameters can be varied independently to create a variety of 
initial selective excitation conditions. This is particularly advantageous in 
the study of exchanging systems having multiple sites or multiple pathways 
for the overall exchange process [48]. For more complicated exchanging 
systems, such as those with multiple sites or pathways, the ability to choose 
the initial perturbation(s) from the variety of available initial conditions is a 
definite advantage. The sites in a multiple exchange process pathway can be 
observed individually, by choosing the appropriate initial perturbation, and 
the times at which the relaxing magnetizations are sampled. These factors 
allow for considerable control over the experiment [75]. 

In principle there are "best" sets of initial conditions for sampling for a 
given process, and these can be found by inspecting the matrix of partial 
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Fig. 6. Structure and 13C NMR spectrum in the carbonyl region of the molecule 
Ru2(CO)6(#2-PPh2)(#2-~71"~/2-C--C-i-Pr) at 300 K. There are three distinguishable carbonyl 

species at this temperature, and each signal is split by coupling to 31p. 

derivatives with respect to the parameters [48, 75, 88]. In practice, we 
find the experiment very robust, and that a wide variety of experimental 
conditions all give good data. 

One example is the set of dynamic processes going on in Ru2(CO)6(/z2- 
PPhz)(#2-~1"~TZ-c_=c-i-Pr). The molecule (fig. 6) is asymmetric in the ab- 
sence of any dynamics, but near 300 K the alkyne flips back and forth 
("windshield wiper motion") quickly, so that the carbonyls on either side 
are equivalent. Each carbonyl is coupled to phosphorus, so if the carbonyls 
do not scramble amongst themselves, there are six lines in the carbonyl 
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Fig. 7. The equflibrium spectrum (top) and the spectrum immediately after a selective in- 
version (bottom) of the molecule in fig. 6. 
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Fig. 8. Intensities as a function of time (circles) and best fit values (solid lines) of the 
six lines in the carbonyl spectrum of Ru2(CO)6(#2-PPh2)(#2-~71:~72-C=C-i-Pr), following a 

selective inversion. The lines have been offset along the y axis for the sake of clarity. 

region. The issue is whether the carbonyls scramble in a concerted rotation, 
or whether there are three independent pair-wise exchanges [48, 74]. 

There are 22 parameters in the model for this system. Each of the six lines 
in the spectrum has a relaxation rate, 1 IT1, and values for the magnetization 
at equilibrium and at the start of the experiment, M(c~) and M(0). The 
data used were peak heights rather than integrals. Even though the M(c~) 
should all be the same, they are slightly different because of differences 
in width. The carbonyl scrambling is defined by three pairwise rates of 
exchange, plus the 31p relaxation rate. The relaxation rates of the carbonyls 
and the phosphorus can be determined separately, so they were not allowed 
to vary, but the M(0), M(c~) and the three rates (15 parameters) were all 
varied. This involves many parameters, but M(0) and M ( ~ )  seem to be 
sufficiently well determined, so they do not affect the fitting very much. 
Figure 6 shows the agreement between the observed data and the best-fit 
calculation. 
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The pairwise rates are presumed to be the same in both the forward and 
backward directions. The fact that the lines in the spectrum are all equally 
intense places little restriction on the three pairwise rates. The principle of 
detailed balance shows that the symmetry of the individual processes (i.e., 
equal forward and reverse rates) is sufficient to ensure that all the lines have 
equal intensity at equilibrium. 

A series of selective inversions was performed on the compound, using 
the simple 7r/2-~--Tr/2 excitation sequence, in which the two pulses are 
hard. Our experience is that the quality of the data does not seem to depend 
as critically as we thought [48] on the choice of initial conditions. Most 
reasonable perturbations, so long as they are not completely non-selective 
(fig. 7), seem to give similar data. Figure 8 shows the reassuring quality 
of the fit between the observations and the model, which is available from 
only 13 one-dimensional spectra. The data were then analyzed to see if the 
concerted mechanism was appropriate, as indeed it was. 

5. Measurements of fast exchange rates by the offset-saturation exper- 
iment 

In the fast exchange regime, the exchange rates are large such that k > 
Aul,2. The resulting spectrum for a two-site exchanging system is single 
averaged line, with chemical exchange being the dominant line broadening 
mechanism in the immediate post-coalescence region. As the exchange rate 
increases, the line will decrease in width until it is dominated by other 
spin-spin relaxation mechanisms. The lineshape may contain a significant 
contribution from magnetic field inhomogeneities [89], and in cases where 
fast exchange is present, the problems inherent in the measurement of accu- 
rate T2 values limit the accuracy of exchange rates measured from linewidth 
measurements or lineshape fits. The measurement of accurate exchange rates 
in the fast exchange regime is thus primarily dependent on the ability to 
measure linewidths, or the spin-spin relaxation time T2, with minimal error. 

The spin echo method of Hahn [90], a product of his pioneering work 
on pulsed NMR, provides a viable alternative to the direct measurement 
of linewidths for obtaining T2 by eliminating the effects of magnetic field 
inhomogeneity. The more sophisticated CPMG spin echo experiment com- 
bines the modifications of Carr and Purcell [91 ] for minimizing the effects 
of molecular diffusion in spin echo experiments by the application of a 
combination of 90 ~ and 180 ~ pulses, and of Meiboom and Gill [92], who 
solved the problem of cumulative 7r pulse imperfections by introducing 
a 90 ~ phase shift between the 7r/2 and 7r pulses. The CPMG experiment 
has become the standard experiment for measuring accurate values of the 
spin-spin transverse relaxation time T2 [93, 94]. 
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As chemical exchange results in a modulation of the Larmor frequency 
of the exchanging nuclei and an attenuation of the echo amplitudes, the 
exchange process can be affected by changing the pulse repetition rate in 
a spin-echo experiment. Spin-echo techniques were accordingly shown to 
be suitable for studies of fast chemical exchange, having the potential for 
extending the upper limit of accessible rate measurement above that of 
lineshape analysis, to rates on the order of 104 s -1 [95-98]. The CPMG or 
spin-echo sequences are, however, susceptible to several sources of error, 
including rf phase, baseline fluctuations and off-resonance effects [94, 99- 
101], so that the use of these methods for obtaining reliable measurements 
of fast chemical exchange rates is possible, but requires very careful control 
over many experimental parameters. Furthermore, many spectrometers will 
not tolerate pulse repetition times of less than a millisecond. As a result, 
these methods may be intimidating to the non-specialist who wishes to 
acquire fast rate data for a particular fluxional system of interest. 

Measurements of the spin-lattice relaxation time in the rotating frame, 
Tip, can also give exchange rates up to two orders of magnitude greater than 
the upper limit of the lineshape method, providing that the spectrometer is 
capable of producing rf of the sufficient required strength [102]. Both the 
spin-echo and Tip methods can provide absolute rate measurements, rather 
than the rate relative to the frequency difference between sites. By observing 
the T2 as a function of pulse repetition rate in a CPMG experiment, or the 
dependence of Tip on the size of the spin-locking rf field, an absolute value 
for the exchange rate can be obtained. Despite the claims of considerably 
extending the upper range of accessible rate constants, the Tip method 
appears to have undergone very limited application [98, 103, 104], probably 
due to the somewhat specialized nature of the technique. A simple yet 
reliable method for measurement of fast chemical exchange rates beyond 
the upper limit of lineshape analysis is accordingly desired. 

An alternative method for measuring T2 was originally proposed by Bain, 
Martin and Ho [105]. This method is based on the formation of a steady 
state in the spin system by irradiation with an rf field, with interpretation 
of the data obtained from the B loch equations in the presence of satura- 
tion. The method has been called the offset-saturation experiment [83]. The 
original form of the experiment [105] involves saturation of the resonance 
of a single spin system without coupling, at some offset from resonance 
(a~0- a~) with an rf field, for a time period on the order of 5T1 to allow the 
formation of a steady state. The irradiation is then gated off and a 90 ~ obser- 
vation pulse applied (fig. 9). The FID is acquired and Fourier transformed 
to give a spectrum which provides a measure of the partially saturated z 
magnetization. This procedure is repeated for several different values of the 
irradiation resonance offset, and the value of T2 can be obtained by analysis 
of the curve of M~ as a function of irradiation offset (fig. 10) by consid- 
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Fig. 9. Pulse sequence for the offset-saturation experiment for measuring T1 and T2 simul- 
taneously. 
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Fig. 10. Plot of partially saturated z magnetization as a function of irradiation offset in the 
offset-saturation experiment. The crosses represent experimental values and the line is the 

best fit to eq. (20). 

ering the Bloch equations in the presence of saturation [106]. Significantly, 
provided that the value of B2 is sufficiently large, the T2 obtained will be 
the true or natural spin-spin relaxation time T2, independent of magnetic 
field inhomogeneities [89, 105]. 

Pulse schemes similar to that of the offset-saturation method, often with a 
homospoil gradient pulse to destroy any x-y magnetization, have been uti- 
lized in off-resonance Tip experiments to study intermediate molecular mo- 
tions in biological systems [107-111] and inorganic compounds [112] from 
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low-frequency relaxation time measurements, and to study cross-relaxation 
or magnetization transfer contrast effects in heterogeneous systems [106, 
113-118]. The term "Z spectroscopy" has been given to such experiments 
which are concerned with measuring the z component of the magnetiza- 
tion [114]. Using a modification of the basic offset-saturation experimental 
procedure [83, 105], the technique can also be used to measure both T1 
and T2 simultaneously. The insertion of a delay time r,  which is some 
fraction of the spin-lattice relaxation time T1 after the irradiation is gated 
off and prior to the 90 ~ observation pulse will allow the z magnetization 
to partially relax. This pulse scheme is illustrated in fig. 9. The minimum 
intensity in the plot of M~ as a function of irradiation offset will be at some 
non-zero minimum value, as in fig. 10. The fact that the z magnetization 
is partially relaxed can be used to determine the T1 by a slight modifica- 
tion to the steady-state solution to the B loch equations for Mz. This simple 
experiment provides a way of measuring both T1 and T2 simultaneously. 

5.1. Theory 

The experiment is simply based on the Bloch equations [105]. The expres- 
sion for M~ in the usual form is given in eq. (19): 

Mz - M(oc) 1 + T22(w- c~176 . (19) 
1 + T2(w -030) 2 + ("yB2)2T1T2 

The experiment assumes the rf magnetic field is saturating 

T1 
~B2 ~-~- 2 >> 1, 

and the system is allowed to relax for some time, r ,  before the z magneti- 
zation is measured. The equation for the curve of z magnetization plotted 
as a function of decoupler irradiation offset, as derived from the B loch 
equations for M~ in the presence of saturation, is given by eq. (19): 

(")/B2)2T1/T2 -'r/T1) (20) 
M~ -- M(oc) 1 - (co - wo) 2 + (,),B2)2T1/T2 e 

In this equation, M(cc)  is the equilibrium magnetization, and /32 is the 
strength of the irradiating or decoupling rf field. 

5.2. Data analysis 

The resulting values of T1 and T2 are determined by means of a non-linear 
least squares fit, using a parameterized model based on eq. (20). For a given 
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set of irradiation resonance offset values and corresponding intensifies, pre- 
acquisition delay 7-, peak resonance position and calibrated value of the 
irradiating rf field B2 are used as input parameters [83]. As for the case of 
the selective-inversion experiments, the use of a non-linear fitting procedure 
to determine the relaxation times allows for reasonable estimation of the 
errors in the fitted parameters [83]. In this procedure, three parameters in 
eq. (19) are varied, namely, M(c~),  ('yB2)2T1/T2, and e -1/T1 . Using the 
best-fit values of (TB2)2T1/T2 and e -1/T~ and the calibrated value of/32, 
both T1 and T2 are obtained from the nonlinear least-squares procedure, 
together with a determination of the errors as the 95% confidence limits, 
for the fitted parameters. Figure 10 shows the results of such a fitting. 

5.3. Experimental 

It is essential for the determination of accurate T2 values using the offset- 
saturation method that the irradiating field B2 be calibrated as accurately 
and precisely as possible without spending a disproportionate amount of ex- 
perimental time calibrating the decoupler. The single-spin double resonance 
experiment [119-122] best fulfills these criteria. This experiment requires 
no special hardware or software considerations and is accordingly relatively 
simple to implement, with rapid interpretation of the data. The single-spin 
double-resonance method involves the irradiation of a single spin with a 
second rf field, as provided by a homodecoupler, while acquiring the signal. 
The irradiation process results in the creation of an effective magnetic field, 
Beff. The magnetization M is aligned along the effective field Beff , which 
is oriented in the x - z  plane at some angle with respect to the z axis. When 
the total magnetization M is perturbed from its steady-state orientation 
along the effective field, it will precess about the effective field as it relaxes 
back to its equilibrium position. The signal detected in the x - y  plane as a 
result of the projection of M onto the x - y  plane results in the observation 
of two resonances or satellite peaks (fig. 11), as a result of precession about 
the effective magnetic field Beff [32, 119, 123]. These satellite peaks will 
be symmetrically displaced about the irradiation frequency, and are inverted 
in phase with respect to each other when the irradiation is not far removed 
from resonance. The precession in one case will be of the same phase 
as the Larmor precession around the effective field, while the other spin 
transition of opposite phase results from precession in the opposite sense 
around the effective field [32, 119, 123]. The relative intensities of the two 
satellites vary with irradiation resonance offset. The magnitude of the irradi- 
ating field manifests itself in a rather straightforward manner in single-spin 
double-resonance spectra, which provides a convenient and facile method 
for the determination of/32. The magnitude of the irradiating field 7B2/27r 
(in Hz) can be determined from the distance between the satellites ~A and 
~B as [83, 119, 120]. 
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Fig. 11. Single-spin double-resonance experiment for the calibration of irradiation power. 
The proton line in chloroform is irradiated with the homonuclear decoupler. The strong 
central feature is at the irradiation frequency, and the separation of the two satellites is 

given by eq. (21). 
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Pulsed homodecoupling, which is employed on the majority of modem 
high resolution FT NMR spectrometers, involves a time sharing of the ir- 
radiation and acquisition so that the irradiation is actually on for a short 
period of time, appearing as a series of regularly repeated identical pulses, 
interrupted by signal acquisition. The equivalence of continuous wave radi- 
ation to a series of soft rf pulses [ 124] is important to establish in order that 
the pulsed single-spin double resonance experiment can be used to calibrate 
the homodecoupler field B2 which is used as the irradiating field in offset- 
saturation experiments. It has been shown analytically that the observed or 
calibrated value of B2 determined by the single-spin double-resonance ex- 
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periment is equal to the product of the instantaneous value of B2 (the value 
per individual pulse) and the spectrometer duty cycle in the limit of small 
duty cycles, (on the order of 20% or less) which are normal for most high- 
resolution NMR spectrometers. It is possible to calibrate B2 quickly and 
with good accuracy and precision using the single-spin double-resonance 
experiment, using several different values for the irradiation resonance off- 
set (coo- co2), which permits the determination of an average value for 
B2, together with a standard deviation. An example of a single-spin double 
resonance experiment is shown in fig. 11, for the irradiation of the proton 
in a sample of chloroform in CDC13. In this instance, the value of B2 (as 
7B2/2rr in units of Hz) is 79.4 Hz. 

An example of the offset-saturation method applied to an exchanging 
system is given in fig. 9, for the chair-chair inversion of cyclohexane. In 
the neglect of any scalar couplings between protons, cyclohexane represents 
a two-site equally populated exchanging system, for which many dynamic 
NMR studies have been presented using a variety of methods [3, 5], in- 
cluding lineshape analysis [10, 14, 125], spin echo [96], Tip [102], and 
saturation transfer [10] techniques. These studies have resulted in a range 
of values for the activation energy of the ring-inversion process, with values 
of the activation energy in the range of 40-50 kJ/mol. The aforementioned 
study of Anet and Bourne [10] using a combination of lineshape analysis 
and saturation transfer methods on a sample of C6DllH, is considered to 
be the most comprehensive analysis. In spite of the numerous studies of 
cyclohexane, relatively few have provided rate information for temperatures 
above approximately 260 K; the Tip study of cyclohexane by Deverell and 
co-workers gave rates on the order of 103 s -1 at a maximum temperature 
of 243.5 K. 

With the offset-saturation method, the magnetic field inhomogeneity con- 
tribution is excluded from T2*. Thus, in the fast exchange regime, the rate 
constant k for an equally populated system can be determined from the 
relaxation times measured for the exchange-averaged resonance using the 
offset-saturation technique can be calculated using eq. (22). 

]r  (71A~1,2) 2 T~XCh 
2 

(71-Ar 1 1 ] 
2 T, ~ T1 2 

-1 
(22) 

In this equation, Acol,2 is the chemical shift separation between the exchang- 
ing sites, such as the protons in axial and equatorial sites in cyclohexane, 
and T~ xch is the exchange contribution to the observed T2, T~ bs in eq. (22), 
which is the T2 determined from the offset-saturation experiment. The ex- 
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change contribution to the observed T2 is obtained simply by subtracting all 
other contributions from other T2 relaxation mechanisms to the observed T2 
in the form of T1, assuming that relaxation occurs by a dipole-dipole mech- 
anism for protons in the molecules studied in the examples present herein. 
The advantage of using the offset-saturation method for applications to ex- 
changing systems, with the ability to simultaneously measure both T1 and 
T2, is thus apparent. 

A plot of the z magnetization (M,/M~) as a function of the irradiation 
resonance offset is given for an offset saturation experiment on a sample 
of degassed cyclohexane (C6H12) in CDC13 at a temperature of 303 K. 
At this temperature, the cyclohexane resonance was noticeably narrow; at 
280 K, the linewidth of the cyclohexane 1H resonance was approximately 
1.2 Hz, compared to a width of 0.5 Hz for the internal TMS standard. 
From the resulting values of T1 and T2, and the measured low-temperature 
axial-equatorial chemical shift difference of 45.4 Hz at 100 MHz used in 
eq. (22), the rate at 293 K was determined to be 1.94 x l05 s -1. Thus, rates 
on the order of 105 or  10 6 s -1 are accessible in relatively simple systems 
using the offset-saturation method. 

A further illustrative example of the offset-saturation method applied to 
a more complicated system undergoing fast exchange is presented for the 
case of 2-furanaldehyde (furfural) in acetone-d6, which exchanges between 
(O0)-cis and (O0)-trans sites. In this particular system, the two sites are un- 
equally populated, and the region of intermediate exchange is quite narrow. 
The fast exchange regime is entered at relatively low temperatures (approx- 
imately 220 K), rendering lineshape methods of limited application for this 
system, highlighting the applicability of the offset-saturation technique in 
this particular system. As this system possesses unequal populations of the 
exchanging sites, a knowledge of the equilibrium constant is necessary in 
order to determine the rate constants for the exchange process. The equilib- 
rium constant can be readily obtained from the exchange-averaged chemical 
shift at the appropriate temperature in the fast exchange regime. For a two- 
site system in the fast exchange limit, the single exchange-averaged line 
will occur at the population-weighted mean resonance frequency, which 
may be given in terms of the chemical shifts and populations for each of 
the individual sites [3, 6, 126] as 

COobs = PlCOl + P2CO2, (23) 

where Cdob s is the experimentally observed or exchange-averaged resonance, 
Px and P2 are the temperature-dependent fractional populations of sites 1 
and 2 respectively, such that Pl + p2 = 1, and a~l and CO2 are respectively 
the chemical shifts for the individual sites 1 and 2. 
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Expressions for determining rate constants from exchange contributions 
to observed linewidth for unequally populated systems in the fast exchange 
limit have been derived from the formal solutions to the B loch equations 
modified for chemical exchange [3, 127-129]. These equations relate each 
rate constant to the site populations, chemical shift difference between sites, 
and spin relaxation times T1 and T2. For example, the forward rate ka, 2 is 
given by [3, 127]: 

kl,2 -- PlP 2(A031,2)2 ( 1 
l )  -1 

T~ ' (24) 

where Acol,2 is the chemical shift difference between sites 1 and 2 in units 
of radians per second. In eq. (24), it is assumed that T1 -- T2 in the absence 
of exchange, and that the fast exchange values of T1 for each site are equal, 
i.e., T1 -- T2A = T2B. These approximate expressions were scrutinized by 
numerical calculations by Gutowsky and co-workers [130] and shown to 
be accurate for the determination of fast exchange rates, but are subject 
to serious systematic errors if used to obtain rates in the region near coa- 
lescence. Accordingly, the offset-saturation technique should be employed 
only in the fast exchange region well above the point of coalescence, at 
temperatures above the point of maximum exchange broadening. 

A plot of the z magnetization (M~/M~) as a function of the irradiation 
resonance offset is given in fig. 10 for an offset saturation experiment 
performed on the aldehydic proton of furfural for a degassed sample of 
furfural in acetone-d6 at a temperature of 262.5 + 0.5 K. 

The preceding examples illustrate that the offset-saturation method can 
successfully be used with some degree of facility, to measure exchange 
rates in systems undergoing fast chemical exchange. Rates on the order 
of 105 s -1, which are beyond the upper bounds of lineshape analysis, 
have been determined using the relaxation times measured using the offset- 
saturation technique. Applications to date have been restricted to 2-site 
exchanging systems, although the potential exists to extend both theory and 
methodology to multi-site processes. In addition, successful application of 
the offset-saturation method to obtain rate data for systems undergoing fast 
exchange requires prior knowledge of the chemical shift separation. 

6. Conclusions 

In order to use chemical exchange measurements to study transition states, 
we need accurate rates over a wide range of temperatures. In NMR terms, 
this means coveting the three regimes: slow exchange, intermediate ex- 
change and fast exchange. In favourable cases, this means that ranges of 
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reliable reaction rates run over five orders of magnitude. This sort of data 
gives excellent values of the thermodynamic functions of the activated com- 
p l e x -  errors in AH of less than 1 kJ mo1-1 and errors in AS of a few J/K. 

In the slow exchange region, where the spectra are well-resolved and the 
rates are comparable to relaxation times, two-dimensional methods such as 
EXSY give excellent information on the exchange mechanism. However, 
for quantitative measurement of the exchange rate, we feel one-dimensional 
selective-inversion relaxation experiments are the best way to get good 
data. If a spin is selectively perturbed, it can return to equilibrium by a 
combination of chemical exchange and spin-lattice relaxation. We feel that 
this experiment gives the best data since the exchange is observed directly, 
and there is a good model of the process. Rates can be measured with an 
accuracy of a few percent. 

When the lines in the spectrum are broad and starting to coalesce, we are 
in the intermediate exchange region. The best way to measure rates here is 
to simulate the lineshape and compare it, visually or numerically, with the 
observed spectrum. Several ways of calculating the lineshape are available, 
but we like the formulation that treats the spectrum always as a sum of 
transitions, rather than as a single lineshape. 

In fast exchange, we must measure T2 for the coalesced line, and then 
calculate the exchange rates from that. Standard CPMG and Tip methods 
may be difficult to implement, but the offset-saturation experiment can be 
done on essentially any spectrometer. These T2 measurements can often 
extend the high-temperature side of the Eyring plot by substantial amounts, 
particularly in the case of unequally populated systems. Taken together with 
the other methods, they provide excellent data. 

Chemical exchange studies by NMR offer all sorts of exciting possibilities 
for examining the fluxionality of molecules. We can determine the mecha- 
nism of the reaction by seeing which sites are exchanging with which other 
sites. Various NMR experiments allow us to measure the rates, provided 
they are in the wide range of about 1-10 5 s -1. With these rate measure- 
ments over a wide temperature range, we can get excellent values of the 
activation parameters. All of this gives insight into what holds molecules 
together. 
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1. Introduction 

Dynamic processes generally are examined in terms of migration of suitable 
labels from an initial to a final state. A choice of labels that do not interfere 
with the basic exchange processes allows process dynamics to be observed 
during equilibrium conditions. Nuclear magnetization is a convenient label 
for the study of exchange processes because it does not perturb observed 
processes and one can label a large number of fragments by their respective 
resonance frequencies. Pulsed Fourier nuclear magnetic resonance (NMR) 
spectroscopy allows all resonance frequencies to be recorded simultane- 
ously. Two-dimensional (2D) Fourier NMR spectroscopy traces resonance 
frequencies in two domains and is an excellent method for studying ex- 
change processes; one domain can be attributed to the initial state and the 
other to the final state. A cross talk between different frequencies in the 
time domain indicates that exchange has taken place between the spin sites 
with the respective frequencies. 2D exchange spectroscopy [1-3] is a con- 
venient tool for studying dynamic processes in liquids. It is best suited for 
elucidation of the slow incoherent magnetization transfer processes such as 
chemical exchange and cross-relaxation. 

In the chemical exchange mechanism, the nuclear spin magnetization 
migrates together with the spin, which changes the site (i ~ j) but not 
polarization (c~,/3): 

i(~) ~ j(~) 

J(Z) < ~ ~(9) 

i (o~) j ( /3 )  < > i ( /3 ) j (o~)  

In the cross-relaxation mechanism, the spin changes polarization (c~ Z / 3 )  
but not the site (i, j): 

extreme-narrowing regime 
(small molecules) 

- i ( 9 )  
- j ( 9 )  

i (c~) j (c~)  < > i ( / 3 ) j ( ~ )  

spin-diffusion regime 
(macromolecules or low temperatures) 

i(9) 
j ( 9 )  < > 
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In the laboratory frame of reference, the net effects of the chemical 
exchange and the cross-relaxation are indistinguishable in the spin-diffusion 
regime. The individual contributions of each cannot be determined from a 
single exchange experiment. 

1.1. Cross-relaxation 

Cross-relaxation originates from dipole-dipole interactions between pairs 
of nuclear spins. Random molecular motion of the spin magnetic moments 
at one site (resonance frequency) induces magnetic transitions in the spins 
at another site. The net effect is a migration of the magnetization between 
the sites. Magnitude of the effect depends on the proximity of the inter- 
acting spins and the type and frequency of the motion that modulates their 
interaction. It also depends on whether the magnetization is longitudinal or 
transverse, i.e., whether magnetization exchange takes place in the labora- 
tory or in the rotating frame [4]. The nuclear Overhauser effect (NOE) [5, 6] 
is an experimental manifestation of the cross-relaxation. It represents change 
in the intensity of one resonance line while the other line is saturated. The 
effect described originally by Overhauser [7] arose from electron-nuclear 
cross-relaxation. The NOE was described first by Solomon [4, 8]. 

The cross-relaxation rates between two spins can be experimentally mea- 
sured in the laboratory (a n) and in the rotating frame (err). They depend on 
interspin distance r and correlation time rc that modulates the dipole-dipole 
interaction [4]: 

O " n -  f n ( T c ) r - - 6  , ( la )  

(7 r -  f r ( T c ) r - - 6 .  (lb) 

The functions fn (Tc) and f r  (,re) depend on the type of molecular motion, 
and for a rigid body with isotropic motion, they become [9, 10]: 

[6 ] 
f n ( r c ) - - q  1 + 4cozr 2 - 1 re, (2a) 

[3 ] 
fr(rc) -- q 1 + co272 + 2 re, (2b) 

where q - 0.1(/zo/47r)2h2,74 (for protons q - 5.688 • 101~ /~k 6 S -2)  and 
coo is the resonance frequency in rad/s. Figure 1 shows a contour plot of 
the cross-relaxation rates versus correlation time and interproton distance, 
according to eqs. (1) and (2). For a~0rc > x/5/2, a n is negative, directly 
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proportional to the correlation time and inversely proportional to the sixth 
power of interspin distance r (solid lines in fig. 1). At cO0Tc -- V~/2 ~ 1.14, 
the cross-relaxation disappears, i.e., a n is zero. For C00Tc < 1.14, O "n i s  

positive and shows a distinct maximum at 

WOTc - -  
1 ~ 0.382. 

One can notice a mirror symmetry at contour lines in the vicinity of zero 
cross-relaxation rate. Near zero, the laboratory-frame cross-relaxation rate 
can be enhanced either by an increase or by a decrease of temperature. 

The cross-relaxation in the rotating frame (dashed lines in fig. 1) mono- 
tonically increases with correlation time. For ~OTc < 0.382 two cross- 
relaxation rates, a n and cr r, have similar dependence on correlation time, 
and at the limit when a~07c ~ 0, "the extreme narrowing limit," their ra- 
tio 

n r 
S - -  O' i j /O' i j  (3) 

tends toward unity (fig. 1, top). 
For macromolecules (or small molecules ~ in viscous solvents at a low 

temperature) in a high magnetic field, a~07c >> 1. At this "spin-diffusion 
limit" the rotating-frame cross-relaxation rate is twice as fast as in the 
laboratory frame, and the rates are of the opposite sign, S = - 1 / 2  (fig. 1, 
top). 

Also note that for cO07c >> 1, the laboratory-frame cross-relaxation is 
independent from the overall relaxation. In the rotating frame, however, 
the cross-relaxation is an integral part of the overall relaxation process. In 
addition, the rotating-frame intragroup relaxation may become a dominant 
relaxation mechanism, and in larger molecules (or at lower temperatures) 
it may quench the rotating-frame cross-relaxation. 

A distinctly different behavior of the two cross-relaxation rates at a~0Tc > 
0.382 in the two frames is crucial for determination of the correlation time 
[9, 11]. 

1.2. Chemical exchange 

The chemical exchange, in NMR sense, reflects all processes of intermolec- 
ular and intramolecular rearrangements that occur while the observed spins 
change their magnetic environments [12, 13]. However, for 2D exchange 
spectroscopy, only the slow processes in which the observed spins change 
their resonance frequencies are observable. Here, slow refers to an exchange 
rate k~j between sites i and j that is smaller than the difference between 
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Fig. 1 .  Contour plot of the dependence of the cross-relaxation rate in the laboratory frame, 
a" (solid line), and rotating frame, ar (dashed line), on the interproton distance, T ,  and 
correlation time, T ~ .  Rigid body isotropic motion is assumed (eqs. (1) and (2)). Top panel 
shows the dependence of the ratio of the two cross-relaxation rates on correlation time. ar 
is always positive, whereas a" is positive for W O T ~  < a / 2  and negative for W O T ~  < 6 / 2 .  

wo is resonance frequency. 
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the resonance frequencies at the two exchange sites; i.e., the exchange 
does not influence the shapes and positions of the individual resonance 
lines, kij << I~i-  ~jl/27r. The lower limit for the exchange processes is 
imposed by the T1 spin relaxation. To be observable at all, the rate of an ex- 
change process must be larger than or comparable to the T1 relaxation rate, 
kij >~ Ri, Rj. Unlike the cross-relaxation, the chemical exchange does not 
depend on the frame of reference in which it occurs. Some processes with 
rates high enough to make them not amenable for study by the exchange 
spectroscopy (kij >~ la~i -cojl/27r) can be studied by the NMR relaxation 
time measurements [14, 15] or by the line-shape analysis [16, 17]. 

1.3. Coherent magnetization transfer 
Coherent magnetization transfer takes place through the network of scalar 
coupling. It is a prerequisite for most modem NMR experiments [3]. The 
coherence transfer can be observed both in laboratory and rotating frame, 
and it can contribute to magnetization transfer in 2D exchange experiments 
done in either frame. In 2D exchange experiments it is an undesirable 
artifact. Several methods have been proposed for elimination of the co- 
herent magnetization transfer from exchange experiments [18-21 ]. These 
methods distinguish between the coherent and the incoherent transfer on 
the basis of differences in their time evolution. The coherent magnetiza- 
tion transfer takes place only at well-defined frequencies, e.g., sin(~i~'m), 
whereas the incoherent transfer continues steadily according to eq. (8) (see 
below). 

In the laboratory-frame NOE experiments the coherent transfer can be 
eliminated by a random variation of mixing time within a range that rep- 
resents a small fraction of the total mixing time. In these conditions, the 
sin(~i~-m) terms average to zero, and the incoherent exchange averages to 
a nonzero value. 

Elimination of the coherence transfer from the rotating-frame experiments 
is more difficult, because transferred magnetization evolves as sinZ(c0iT-m). 
The modulation of mixing time is ineffective, because it does not average 
the coherent signal to zero. However, some other dissimilarities between the 
two transfer mechanisms can be used to separate these two effects in the 
rotating-frame experiments. Most notable is a dependence of the coherent 
transfer on the B1 radiofrequency (RF) field resonance offset and strength. 
The coherent transfer is highly sensitive to the effective field strength, and 
if the field strength is small compared to the frequency difference between 
the coupled spins, the coherent transfer is virtually absent [22-24]. If the 
RF field strength at the frequencies of the coupled nuclei is different be- 
cause of the resonance offset effects, the coherence transfer will be strongly 
suppressed. This sensitivity to the resonance offset from the B1 field has 
been used for suppression of the coherence transfer artifacts in magnetiza- 
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tion exchange experiments [25]. The same artifacts can be eliminated by a 
multipulse sequence [26, 27]. 

1.4. Influence o f  temperature 

The dependence of chemical exchange rate constant k on temperature T 
can be expressed by the Arrhenius equation: 

k - A e x p (  AE~ ' (4) 

where A is the frequency factor, AE~ is the activation energy, and R is 
the gas constant. A dependence of the cross-relaxation rate constant on 
temperature can be obtained by exploiting its dependence on the correlation 
time. If one neglects the anomalous behavior of O "n at WoYc ~ 1, the cross- 
relaxation rate constants are proportional to correlation time, rc. A good 
approximation for correlation time dependence on temperature is 

7 c - T  ~ + R T  ' (5) 

where AE a is the activation energy for a process that leads to the spin reori- 
entation in an external magnetic field. Thus, for ~07c << 1 and ~07c >> 1, 

k exp(  A E ~ + A E  a )  
cr R T  ' (6) 

Even a small temperature change may have a profound effect on the relative 
contributions of the chemical exchange and cross-relaxation mechanisms in 
the exchange spectra [28]. Because the two processes, chemical exchange 
and cross-relaxation, are unrelated, the total sensitivity of the k / o  ratio is 
hard to predict. The temperature dependence of correlation time enables 
scanning of the whole range of mobility, from the extreme-narrowing limit 
at high temperatures to the spin-diffusion limit at low temperatures, using 
the same sample [29-31]. 

2. Basic experiments 

The incoherent magnetization exchange can be measured if the relative ori- 
entation of magnetization vectors is constant during exchange, irrespective 
of their absolute orientation with regard to the external magnetic field. Tra- 
ditionally, the magnetization exchange has been observed in the laboratory 
frame, i.e., during the exchange period (mixing time) with the magnetiza- 
tion vectors aligned along an external magnetic field. Such a 2D experiment 
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is known as NOESY (nuclear Overhauser effect spectroscopy), if applied to 
observe the cross-relaxation, or EXSY (chemical exchange spectroscopy) 
if applied to monitor the chemical exchange. 

Another possibility for monitoring the cross-relaxation (and chemical 
exchange) is to keep the magnetization components during exchange in a 
transverse plane aligned by a constant "spin lock" RF pulse. The 2D cross- 
relaxation experiment is then called ROESY (rotating frame Overhauser 
effect spectroscopy). If instead of a constant RF pulse a sequence of pulses 
is used to "spin lock" the magnetization components during the exchange, 
the actual path of magnetization vectors may be complex and exchange can 
be considered to take place in the laboratory and in the rotating frame. De- 
pending on the "spin-locking" pulse sequence design, the pulse sequences 
have different names [32]. Below, we will describe the T-ROESY (trans- 
verse ROESY) sequence in which the magnetization is constantly flipped 
between the two frames of reference, with a major goal of the coherent 
magnetization transfer elimination from a 2D exchange spectrum [27]. 

2.1. NOESY (EXSY) 

The basic experiment of 2D exchange spectroscopy [2, 33-35] is shown 
in fig. 2(A). The first pair of 90 ~ pulses, separated by the time interval 
t l, creates a frequency-labeled longitudinal magnetization. After the second 
90 ~ pulse, the longitudinal magnetization migrates among various sites dur- 
ing the mixing time Tm. A result of this migration is recorded during the 
detection time t2 that begins after a third 90 ~ pulse. By repeating the exper- 
iment with systematic incrementation of the evolution period t l, a series of 
frequency-modulated, nonequilibrium states is created. After magnetization 
exchange during the mixing time Tin, one detects the signal S(tl, t2) that 
on 2D Fourier transformation yields the 2D exchange spectrum S(a~l, a~2), 
as shown in fig. 2(D). The diagonal peaks at positions a~l - w2 - co i and 
031 - -  02 2 - -  a3 j indicate a fraction of magnetization that did not migrate 
during the mixing time. The cross peaks at symmetrical positions around 
the diagonal, (a~l = co i, 0.)2 = CO j )  and (col = coJ, a~2 =coi), originate from 
the fraction of magnetization that migrated between sites i and j during the 
mixing time. 

2.2. ROESY 

Figure 2(B) shows an equivalent pulse scheme used for studying exchange 
processes in the rotating frame [22, 36-38]. As in the above experiment, the 
first 90 ~ pulse, followed by the incremental delay t l, creates a frequency- 
labeled transverse magnetization that is projected onto the rotating-frame 
axis (x or y) by a spin-locking pulse of duration 7-m. While the magnetiza- 
tion is spin locked, exchange will occur. As in the previous case, the data 
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acquisition within time domain t2 is repeated with systematic incrementa- 
tion of the evolution period tl, generating a time domain signal 8(tl,t2) 
that on 2D Fourier transformation yields the exchange spectrum S(~1, &2)- 

2.3. T-ROESY 

This experiment monitors the magnetization exchange in both frames simul- 
taneously [26, 27]. A series of 180~ 180~ pulses during the mixing 
time causes the magnetization to oscillate between the two frames. The re- 
sulting magnetization exchange rate constant L is the average of exchange 
rates in two frames [26, 27, 32], 

1 
L~ - 2 (ai~ + ai~ ) + kij. (7) 

The main purpose of the T-ROESY experiment is suppression of the co- 
herence magnetization transfer [27]. The experiment is close to one designed 
for elimination of the cross-relaxation from the chemical exchange [26, 39]. 
There, in a spin-diffusion regime, the weights of laboratory- and rotating- 
frame cross-relaxations are optimized in such a way that the terms inside 
the parentheses in eq. (7) cancel each other, and the chemical exchange 
becomes the only process to give rise to cross peaks in a 2D spectrum. 

3. Quantitative relationships 

For the analysis of a cross-peak evolution during mixing time, it is conve- 
nient to represent the 2D exchange spectrum as a matrix of peak volumes 
A(7-m) that depends on the mixing time Tm. For 7m -- 0, no magnetization 
exchange takes place, and, consequently, A(0) represents a diagonal matrix 
with elements proportional to the equilibrium populations of the individual 
spin sites. The volume matrix of the exchange spectrum recorded with an 

+..._ 

Fig. 2. Basic sequence of two-dimensional exchange spectroscopy. (A) NOESY: monitors 
cross-relaxation in the laboratory frame, o -n. (B) ROESY: monitors cross-relaxation in the 
rotating frame, o -r. (C) T-ROESY: monitors cross-relaxation under the influence of RF field. 
Because on average, magnetization is half of the time in the laboratory frame and half in 
the rotating frame, O "re = (O "n + o ' r ) / 2 .  Magnetization transfer due to chemical exchange is 
invariant to the frame of reference and thus can be observed in either experiment. (D) Ge- 
ometry of 2D exchange spectrum. Spectrum is symmetric along the main diagonal which 
contain lines of nonexchanged magnetization components. Volumes of symmetrically po- 
sitioned peaks are proportional to the amount of transferred magnetization. Magnetization 
exchange takes place horizontally; parent diagonal and descendant cross peak have the same 

~U1 frequency. 
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arbitrary (fixed) mixing time A('rm) depends on the equilibrium populations 
A(0), on the mixing time ~-m, and on the dynamic matrix L [2, 3, 33] 

A(7-m) - e L~-m. A(0). (8) 

Each element Lij of the dynamic matrix L expresses the rate of magne- 
tization exchange between the sites i and j. The exchange spectra in the 
rotating and the laboratory frame have the same general appearance, but 
their detailed characteristics depend on the nature of L, i.e., on the mech- 
anism of magnetization transfer. The elements Lij of the dynamic matrix 
contain terms corresponding to two possible mechanisms: (i) kij, the chem- 
ical exchange rate and (ii) Rij, the cross-relaxation rate, 

L i j  = k i j  - o ' i j .  (9) 

In a matrix form, 

L = K - / L  (10) 

where K is the kinetic matrix and/~  is the relaxation matrix. 
Traditionally, the analysis of L in terms of cross-relaxation spectroscopy 

(as R) or chemical exchange spectroscopy (as K )  has been treated sepa- 
rately, both by full matrix analysis and by initial buildup rate analysis. The 
interference between two processes of the magnetization transfer has been 
avoided, either by careful selection of the system under study or by varying 
the exchange and cross-relaxation rates in an adjustment of the sample con- 
ditions. For rigid molecules oij >> kij, and for extreme narrowing or fast 
exchange (or both) kij ~ crij. In these conditions L can be separated easily 
into R and K according to eqs (9) and (10). More recently, the separation 
of the two processes by spectroscopic means has been facilitated by the 
development of 2D and ND techniques [26, 39-41 ]. 

3.1. Full matrix analysis 

The dynamic matrix L can be obtained by the full matrix analysis, solving 
eq. (8) [42-47]: 

L -- ~ In [A(Tm)A(O)-I]. (11) 
Tin 

The principle of detailed balance (and the micro reversibility) [48] requires 
that 2D exchange spectrum a(7-m) is always symmetric. The matrix A(0) 
represents a 2D exchange spectrum recorded at 7- m = 0. It is a diagonal 
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matrix with elements proportional to the equilibrium populations of the 
respective spin sites, 

A(0) - Ao. d iag{n l , . . . ,  nN}. (12) 

A0 is the spectral peak volume of a single proton and ni is the number of 
protons at the spin site i. Obviously, when different spin sites have different 
populations, i.e., ni ~ nj, neither the product matrix A(z-m) a ( 0 )  -1 nor 
the exchange matrix L is symmetric, eq. (11). This also follows from the 
principle of detailed balance [28, 48], 

L .  d i a g { n l , . . . , n N } - -  (L .  d iag{n l , . . . , nN})  T 

--diag{nl,...,nN}. L T, (13) 

or in a scalar form, 

nj L~j = n~ Lji. (14) 

Note that 

Lij Lji 

n i n j  
L~ ~ (15) 

and 

Li ~ - L~ (16) 

In the case of cross-relaxation 

Oij - -  - -  Li ~ . (17) 

Because d iag{nl , . . . ,  nN} is positive definite, the quasi-symmetric matrix 
L has N real eigenvalues, whereas the eigenvectors corresponding to two 
different eigenvalues are d iag{n l , . . . ,  nN}-orthogonal: 

( u i ,  d i a g { n l ,  �9 �9 �9 , TLN }"  u j )  = 0, i r j ,  (18) 

where (, } denotes the scalar product of two (column) vectors. From eq. (11) 
it follows that the dynamic matrix L is a function of two matrices that 
correspond to two exchange spectra obtained from the experiments recorded 
at mixing times Tm and 0. The most convenient way for calculating the 
elements of the dynamic matrix uses the eigensystem of A@m)A(0) -1 . The 
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matrix A(7-m)A(O) -1 that corresponds to a normalized exchange spectrum 
can be written as 

A(7-m)A(0) -1 - -  VF(7-m)V T, (19) 

where/"(Tin) is a diagonal matrix whose elements ")/i (Tm) are the eigenvalues 
of the normalized spectral matrix A(Tm)A(O) -1, 

/ ' (Tm)  -- diag {'~1 (7"m) , . . . ,  ~N (Tm)}, (20) 

and the matrices U and V are its left and fight modal matrix. Because 
A(7-m)A(0) -1 is quasi-symmetric, 

U -- d i a g { n l , . . . , n N } .  V .  (21) 

The left and fight eigenvectors are biorthogonal 

T 

(Sij denotes the Kronecker delta: 5ij - -  1 for i - j and 6ij - 0 for i ~ j). 
The left and fight eigenvectors are equal only when the populations at 

all spin sites are the same. As a result of the invariance of modal matrices 
to matrix functions, the dynamic matrix L can be written as 

L - U A V  T - d iag{n l , . . . ,  n N } V A V  T, (23) 

where 

A - diag{)~l,. . . ,  ) ~ N } -  (24) 

The eigenvalues of L and A(Tm)A(0) -1 are related by [49, 50]" 

)~i - I In ~i(7-m). ( 2 5 )  
Tm 

Thus, full matrix analysis comprises calculation of eigenvectors and eigen- 
values of the dynamic matrix over the eigenvectors and eigenvalues of the 
normalized spectral mat r ix  A ( T m ) A ( O )  - 1  . Then, 

Lij - ~ uievfj)~e - ~ nivievfj)~e (26) 
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and 

Tin e'x~" ~-m } 1/2. (27) 

Equation (27) expresses an error in the dynamic matrix element Lij obtained 
from full matrix analysis if the error in peak volumes is Aa [50]. It also 
assumes that volume errors are equal for all peaks and are uncorrelated: 
Aa is volume error normalized to the volume of a single spin at 7"m -- 0. 
Modem computer programs (Matlab, Mathematica, Mapple) can calculate 
the dynamic matrix from eq. (11) directly. 

The main disadvantage of the full matrix analysis is that it requires vol- 
ume integrals of all spectral peaks, including the diagonal. 

3.2. Initial buildup rate analysis 

For sufficiently short mixing times, the expansion of eq. (8) into a Taylor 
series [33, 51-55] 

A(7"m)A(0) -1 = e LTm 

1 
1 (LTm)2 -+- (LTm) 3 + . . .  - - - - I + L T m + ~  (28) 

can be truncated after the linear term. Then, the experimentally obtained 
spectrum, A(7-m) directly maps the elements of the dynamic matrix, and 

aij(Tm) aij(Tm) 0 (29a) "~ ~ij n t- L ij7m. 

In practice, owing to the low sensitivity, longer mixing times are used. 
Then the higher-order terms of Taylor expansion must be taken into account 
and eq. (29a) becomes 

aij(Tm) 

niajj(O) 
o 1 

- nkL ikLk jT  m + . . .  - -~ i j  n t- Li jTm -}- -~ ~ 0 0 2 

k 

aij( m) 
njaii(O) " 

(29b) 

The quadratic and higher-order terms in eq. (29b), LikLkj ,  L ikLkgLg j . . .  
which represent two-, three-, . . .  step transfer, respectively, are a source of 
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error in the analysis of the linear term. The nonlinear terms can overwhelm 
the desired linear term by the magnitude of individual L ke terms, by the 
large number of exchange pathways k, g, or by the long mixing times (large 
rm). A significant practical improvement in the buildup analysis can be 
achieved if cross peaks are normalized with their respective diagonals at the 
same mixing time (instead at zero mixing time) [56]. Then the experiment 
a t  T m = 0 is not necessary and, more importantly, the buildup curves are 
not sensitive to external relaxation up to the second order in rm [54, 55] 

1 o o o 0 ) 2  aij(Tm) =~i j  + Li%7-m + -~ ~ n k L i k L k j  -- n j L i j L j j  Tm 
niajj(Tm) k 

aij(Tm) 
njaii(Tm) " 

~ o ~ 

(30) 

When diagonal elements have distinctly different relaxation rates, i.e., 

njaii(rm) 7 s niajj(Tm), (31) 

then the results depend on a diagonal peak selection. In that case it is best 
to use the geometric mean of the diagonal peak volumes: 

aij(Tm) 

V/ninjai i (Tm)aj j  (T m)  

0 1 0 0 2 
(~ i j -if- L i j Tm + -~ ~ n k L i k L k j Tm . 

k#i,j 
(32) 

If cross peaks are of unequal volumes, aij(Tm) r aji(Tm), owing to short 
repetition time or spectral distortions, it is best to normalize the geometric 
mean of the cross peaks by the geometric mean of their respective diago- 
nals. Although approximate, eq. (30) is useful because errors of peak vol- 
umes often exceed errors introduced by the truncated Taylor expansion. The 
limitations and criteria for the validity of Taylor expansion are described 
elsewhere [55]. 

4. Practical aspects of  2D exchange spectroscopy 

Compared to other multidimensional experiments the exchange experiments 
are fairly simple and, thus, easy to optimize. Experiments are robust with 
regard to the pulse imperfections and miscalibration. All artifacts except 
coherence transfer can be removed with standard phase cycling of RF pulses 
and receiver. The coherence transfer can be removed by appropriate pulse 
sequences, preferably with T-ROESY. 

The mixing time, rm, is the only parameter that needs to be optimized. It 
ranges from a few milliseconds (in paramagnetic systems) to a few seconds 
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(in small molecules). As a rule of thumb, the mixing time should be of 
the order of the relaxation time 7'1. Practically, it can be determined from 
the first increment in the 2D experiment (tl = 0). The longest meaningful 
mixing time is the one in which the first increment gives observable peaks 
at resonances of interest. This signal is equivalent to the sum of cross and 
diagonal peaks along the selected frequency. If it is negligibly small, either 
both diagonal and cross peaks are equal to zero or cross peaks are equal to 
the diagonal (but with the opposite sign). Neither of these is favorable; thus, 
a shorter mixing time should be selected. Once the range of T m is found, 
selection of the mixing time depends on the type of analysis of the exchange 
spectra. The initial buildup rate analysis requires short mixing times such 
that Li jT  m << 1 for all spin pairs. The full matrix analysis allows longer 
mixing times but such that aij('rm) < aii(rm), ajj(rm). When any cross 
peak becomes commensurate to its diagonal within the noise level, the full 
matrix analysis fails [28, 50]. 

5. Quantitative interpretation of exchangespectra 

Quantitative analysis of exchange spectra directly provides data about the 
chemical exchange and the cross-relaxation rates. Whereas the chemical ex- 
change rate constants are used directly, the cross-relaxation rates are usually 
processed further for determination of interproton distances and correlation 
times. 

5.1. Determination of interproton distances 

Interproton distances can be calculated directly from eq. (1): 

fn(7c))l/6 
r - -  o -n (33a) 

o r  

fr(Tc))l/6 
r -- . (33b) 

o-r 

Equations (33a) and (33b) are of limited value because, most often, f(7c) 
is not known. Therefore, to determine interproton distance one has to elim- 
inate the correlation time dependence. One possibility is to calibrate cross- 
relaxation rate by comparing the cross-relaxation rate of a spin pair with 
known distance O-std, rst d" 

) 1 / 6  
Crstd (34) 

r ~ / 'std ~ �9 
o 
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Measurement of the cross-relaxation rate in either the laboratory or the 
rotating frame suffices. This assumes that the respective correlation time 
function, f (Zc), is the same for all spin pairs. If the calibration of the cross- 
relaxation rate is not feasible (e.g., no suitable spin pair, spectral overlap, 
motion not isotropic, molecule has internal mobility), the value of f(Zc) for 
each spin pair (or for a group of selected pairs), i.e., the correlation time, 
must be explicitly determined. 

5.2. Determination of correlation time 

Cross-relaxation rates in the two frames, a n and O "r, c a n  provide estimates 
of r and f(Tc) for the observed spin pair [9-11]. Because the ratio of cross- 
relaxation rates from the two frames, S(rc) (eq. (3)), does not depend on 
the distance, it can be used for determination of the correlation time. For 
the rigid body isotropic motion, the ratio is: 

S(Tc) -- (5 -- 4WZTc2)(1 + W~)T 2) (35) 
(1 + 4W~]T2) (5 + 2W~T 2) 

and is depicted in the top panel of fig. 1. In two limiting cases, i.e., spin 
diffusion Worc >> 1 and extreme narrowing Worc << 1, the ratio takes the 
values - 1 / 2  and + 1, respectively. As the ratio is a continuous, monotoni- 
cally decreasing function of the correlation time, it has a unique inverse. 

Thus, from the measured cross-relaxation rates, fin and a r, the ratio S(Tc) 
is calculated and from it (eq. (35)) the corresponding correlation time, % 
[9, 10]. However, reliable values of correlation times can be obtained only 
within the limited range of a~0rc [ 11 ]. 

6. Two-dimensional cross-relaxation spectroscopy of small rigid 
molecule: Cyclo(Pro-Gly) 

Cyclo(Pro-Gly) (fig. 3) is a convenient model for demonstration of various 
aspects of 2D exchange spectroscopy. It is small rigid molecule with 10 
protons, of which 8 are spectroscopically well resolved. It is well dissolved 
in dimethyl sulfoxide (DMSO)/water mixtures and stable at a broad range 
of temperatures. We used a 10 mM solution of cyclo(Pro-Gly) in 70/30 
volume/volume mixture of DMSO/water. This solvent mixture is suitable 
for the cross-relaxation studies because it is rather viscous even at room 
temperature and does not freeze down to 223 K [29, 30]. Thus, molecules 
dissolved in this mixture can be studied at a broad range of temperatures 
(correlation times). 
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Pro H = 
Pro H p3 

Pro H ~3 

Gly H N 

Gly H =s Pro H p2 
Pro H ~2 

Pro H 8s 

Gly H =2 
Pro H 82 

Fig. 3. Energy-minimized molecular structure (CHARMm ver. 23) of cyclo(prolyl-glycine), 
cyclo(Pro-Gly). 

6.1. Spectroscopic artifacts and their elimination 

Figure 4 shows four 2D spectra of cyclo(Pro-Gly) in which cross-relaxation 
plays an important role. Spectra were recorded at T = 263 K, the tempera- 
ture at which laboratory frame NOE is vanishingly small. In TOCSY (HO- 
HAHA) spectrum (fig. 4(A)), cross peaks appear among the spin groups that 
are directly coupled, and at longer mixing times, also among the spin groups 
that have at least one common coupling partner. For example, GlyH N 
(8.2 ppm) is directly coupled with Gly H ~2 (3.6 ppm) and Gly H c~3 (4.0 
ppm) and TOCSY cross peaks appear at the crossings of these frequen- 
cies. On the other hand, Pro H ~ (4.1 ppm) is not coupled with Pro H 62,63 
(3.3 ppm), but at 55-ms mixing time cross peaks appear between them due 
to the couplings in the proline side chain H~-H/~-H'Y-H6. Cross peaks also 
can appear among unsuspected coupling partners. For example, cross peaks 
between Pro H" and Gly H c~3 are genuine peaks resulting from the five-bond 
coupling across the peptide bond 5 j ~ ,  = 3.0 Hz [57]. Because the coupling 
partners usually are close in space, the cross-relaxation cross peaks appear 
at the same positions as the TOCSY peaks, interfering with each other in 
the exchange spectra. The simplest way to observe such interference in 
NOESY spectra is to record a spectrum with zero mixing time or, as shown 
in fig. 4(B), to record a spectrum at temperature at which the laboratory 
cross-relaxation rate is vanishingly small. Then, all the cross peaks stem 
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Fig. 4. Two-dimensional (2D) spectra of cyclo(Pro-Gly), 10 mM in 70/30 volume/volume 
DMSO/H20 mixture at wo/27r = 500 MHz and T = 263 K. (A) TOCSY, Tin = 55 ms. 
(B) NOESY, Tm = 300 ms.  (C)  ROESY, Tin - -  300  ms ,  B1 = 5 k H z .  (O)  T-ROESY, 
7-m = 3 0 0  m s ,  B 1  = 10 kHz. Contours are plotted in the exponential mode with the 
increment of 1.41. Thus, a peak doubles its intensity every two contours. All spectra are 
recorded with 1024 data points, 8 scans per t~ increment, 512 t l increments; repetition time 
was 1.3 s and tg0 = 8 ~s; 512 • 512 time domain data set was zero filled up to 1024 x 1024 
data points, filtered by Lorentz to Gauss transformation in ~02 domain (GB = 0.03 LB -- 
- 3 )  and 80 ~ skewed sin 2 in w~, yielding a 2D Fourier transformation 1024 • 1024 data 

points real spectrum. (Continued on subsequent pages) 

f r om the sca lar  coup l ing .  Wi th  s t anda rd  phase  ro ta t ion  s c h e m e s  [18, 58] 

z e r o - q u a n t u m  c o h e r e n c e  is the on ly  source  of  the m a g n e t i z a t i o n  transfer.  

In  the N O E S Y  s p e c t r u m  r e c o r d e d  wi th  ~-m = 300  ms  in fig. 4(B),  cross  

peaks  appea r  on ly  b e t w e e n  the g e m i n a l  pairs  G ly  H~2 /Gly  H c~3, Pro  H ~2 
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Fig. 4. (Continued) 

(1.7 ppm)/Pro H ~3 (2.2 ppm), and Pro H "Y2 (2.9 ppm)/Pro H "y3 (1.7 ppm) 
because they have the largest coupling constants. The zero quantum coher- 
ence transfer function may be complex and it is hard to predict when and 
which cross peak will occur. These so called " J  peaks" are easy to identify 
in the phase-sensitive spectra because of their differential character. J cross 
peaks are out of phase with regard to genuine cross-relaxation peaks and 
have zero integral intensity. Thus, even if not removed from the exchange 
spectrum they do not distort integral intensity of genuine exchange peaks. 
They can be removed easily by modulation of the mixing time [ 18, 20] or 
by insertion of a randomly positioned 180 ~ pulse in the mixing period [ 19]. 

More serious are the coherence transfer cross peaks in ROESY spectra 
because the coherence peaks are in phase with the genuine cross-relaxation 
peaks and thus may modulate intensity of the genuine peaks. To empha- 
size the effect of coherence transfer peaks (now TOCSY peaks) we do the 
ROESY experiment with 7 -  m - -  300 ms and with a spin-lock field of 5 kHz 
(fig. 4(C)). Besides positive diagonal peaks (thick contours), several pairs 
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Fig. 4. (Continued) 

of negative (thin contours) ROESY peaks appear. The basic problem for 
interpretation of such a spectrum is that relative cross-peak intensities do 
not reflect spin proximity. Besides, some genuine cross-relaxation peaks can 
be exactly compensated with the TOCSY cross peaks. For example, cross 
peaks between the geminal pair Gly Ha2/Gly H ~3 are barely visible although 
the two protons are at the shortest possible distance, 1.77 ,~. Thus, for a 
quantitative interpretation of the ROESY spectra it is necessary to elimi- 
nate TOCSY peaks completely or to reduce analysis to the noncoupled spin 
pairs. 

The easiest way to reduce the amplitude of TOCSY cross peaks in the 
ROESY spectra is to record a spectrum with minimal spin-lock power 
[23]. The other possibility is to modulate the frequency of the spin-lock 
field [25]. However, the most convenient way is to apply a series of 180 ~ 
pulses instead of a single continuous-wave pulse during the mixing time, 
as is done in the T-ROESY experiment. Figure 4(D) shows the T-ROESY 
spectrum of cyclo(Pro-Gly) recorded with 7" m ~--- 300 ms. Although the 
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Fig. 4. (Continued) 

efficacy of the effective magnetization transfer is one half of the efficacy 
of the ROESY experiment, eq. (7), the T-ROESY spectrum exhibits more 
of the ROESY-type cross peaks. As expected, the strongest cross peaks are 
between geminal pairs Gly H~Z/Gly H c~3 and Pro H/~Z/Pro H ~3. 

The efficacy of T-ROESY in eliminating the TOCSY cross peaks can 
be judged best from comparison of the cross peaks between Pro H ~ and 
Gly H ~3 in the ROESY and T-ROESY spectra. These two spins are more 
than 3 * apart (table 1) and cross-relaxation cross peaks can hardly be ob- 
served at the mixing times used. However, because they are coupled they 
can produce TOCSY cross peaks (fig. 4(A)). These, coherence transfer cross 
peaks are even more pronounced in the ROESY spectrum (fig. 4(C)), most 
notably as a result of the excessively long mixing time, Tm = 300 ms. 
In the T-ROESY experiment, with the same mixing time, these coherence 
transfer peaks are virtually absent. However, some coherence transfer peaks 
may survive even in T-ROESY, notably among these the spins with a small 
chemical shift difference. For example, the positive (thick contours) cross 
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TABLE 1 
lnterproton distances and cross-relaxation rates from the energy minimized molecular model of cyclo(Pro-Gly). 

Pro H ;33 Pro H ;32 Pro H "Y3 Pro H "y2 Pro H ~2 Pro H 63 Gly H N Gly H c~3 Gly H ~2 

Pro H" 3.993 ~ [ 2.410 b 3.036 2.872 3.884 3.395 3.883 3.871 3.118 4.258 
ProH ~3 --1.152 12 .377[  1.761 2.411 2.733 4.126 4.046 4.997 5.263 5.937 
ProH ~2 -0 .288  -7 .579  11.4981 3.028 2.405 3.919 3.101 4.310 5.045 5.175 
ProH "~3 -0 .403  -1 .149  -0 .293 12.9511 1.760 2.347 3.006 6.168 5.470 6.203 
ProH "Y2 -0 .066  -0.541 -1 .165 -7 .584  12.8851 2.817 2.388 6.254 6.125 6.386 
ProH ~2 -0 .147  -0 .046  -0 .062  -1 .350  -0.451 11.2201 1.770 5.826 4.571 4.999 
ProH 63 -0 .066  -0.051 -0 .254  -0 .306  -1 .219  -7.331 11.057] 5.289 4.818 4.675 
GIyH N -0 .067  -0 .014  -0 .035 -0 .004  -0 .004  -0 .006  -0 .010  3.585 [ 2.708 2.342 
GlyH ~3 -0 .246  -0.011 -0 .014  -0 .008 -0 .004  -0 .025 -0 .018 -0 .573  9.853 [ 1.775 
GIyH ~2 -0 .038  -0 .005 -0 .012  -0 .004  -0 .003 -0 .014  -0 .022  -1 .366  -7 .219 10.441 

:Z 

Pro H a Pro H ~3 Pro H ;~e Pro H "v3 Pro H "Y2 Pro H ~2 Pro H 63 Gly H N Gly H c~3 Gly H ~2 

a Cross-relaxation rates, in S - 1 ,  a r e  calculated from interproton distances with a;0/27r -- 500 MHz, rc -- 4 ns, 

Rex = 1.426 s -1 (extemal relaxation rate) by use of eq. (la). 
b Interproton distances in ,&. 
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peaks between Pro H "y2 and Pro H "y3 are TOCSY peaks that are not removed 
owing to their small chemical shift difference and the large coupling con- 
stants. 

The general conclusion (from the presented examples) is that all three 
cross-relaxation experiments, NOESY, ROESY, and T-ROESY, have advan- 
tages and limitations. NOESY is the simplest and less prone to coherence 
transfer interference than ROESY. Its main disadvantage is that there is an 
intermediate motional regime in which laboratory-frame cross-relaxation is 
vanishingly small. The ROESY experiment is efficient in every motional 
regime but is sensitive to the coherent magnetization transfer. The T-ROESY 
experiment as a combination of NOESY and ROESY is mainly free from 
the coherence transfer artefacts but is less efficient than either of them. 
Its main limitation, however, is of a technical nature. Namely, to invert 
efficiently all magnetization vectors in a given chemical shift range one 
needs to apply strong 180 ~ pulses during the whole mixing period. This 
requirement may be harmful to the NMR probe or the sample. 

Therefore, for a complete characterization of the cross-relaxation net- 
work, it is best to do all three experiments and to extract from each of 
them information that can be interpreted unambiguously. If the number 
of possible experiments is limited, then in the extreme-narrowing and the 
spin-diffusion regime it is best to record NOESY and in the intermediate 
motional regime ROESY or T-ROESY spectra. 

6.2. High temperature versus low temperature cross-relaxation spec- 
troscopy 

When sample stability permits free choice of temperature, an appropri- 
ate question is what working temperature to choose. At high temperatures 
(extreme-narrowing limit), the cross-relaxation is much slower and thus 
much longer mixing times are necessary to obtain cross-relaxation spectra 
with decent cross peaks. At low temperatures (in the spin-diffusion limit), 
cross-relaxation is much faster and high-quality cross-relaxation spectra can 
be obtained with much shorter mixing times. The basic disadvantage of this 
low temperature limit is that, because of the spin diffusion, some indirect 
"false" cross peak can appear as well. Figure 5 shows NOESY spectra 
of cyclo(Pro-Gly) at two different temperatures, recorded with the optimal 
mixing times. At high temperature, T -- 298 K, mixing time on the order 
of seconds is necessary to get a sizeable cross peak. At low temperatures, 
T -- 233 K, mixing times on the order of a few hundred milliseconds are 
sufficient. In addition, at low temperature much higher repetition rates can 
be used (1 s at 233 K vs. 3 s at 298 K, fig. 5), which leads toward a 
significant increase in data collection efficacy. Although much richer in the 
number of cross peaks and their size, the low-temperature NOESY spectra 
are more difficult to interpret. For example, the cross peaks between H ~3 
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Fig. 5. NOESY spectrum of cyclo(Pro-Gly) at wo/27r = 500 MHz in the two motional 
regimes. (A) Extreme narrowing, T = 298 K, Tm = 1 . 0  S, repetition delay 3 s. (B) Spin 
diffusion, T -- 233 K, Tm - -  300 ms, repetition delay 1 s. Data sizes and processing are the 

same as in fig. 4. (Continued on the next page) 

(2.2 ppm) and Pro H "~2 (1.9 ppm) are small at T - 298 K and of moderate 
size at T -  233 K. From the known interproton distance, r/33,,~2 - -  2.73 ,~ 
(table 1), these peaks should be an order of maognimde .smaller than the 
peaks between the geminal protons (r - 1.77 A); (1.77/2.73) 6 ~ 0.1. 
Comparing H/~3/H "~2 cross peaks with geminal Gly Hc~Z/H a3 peaks at two 
temperatures, one can see that the high-temperature spectrum is closer to 
the expectation then the low-temperature one. Apparently, at the low tem- 
perature and the long mixing time used, the contribution of spin diffusion 
becomes significant (see below). 

To get better insight into the importance of temperature selection, we 
have recorded a series of NOESY spectra of cyclo(Pro-Gly) at different 
temperatures. The dashed lines in fig. 6 show theoretical dependence of the 
laboratory frame cross-relaxation rate on the correlation time (according to 



Homonuclear Two-Dimensional Cross-Relaxation Spectroscopy 291 

Fig. 5. (Continued) 

eqs (la) and (2a) for five representative spin pairs in cyclo(Pro-Gly). The 
circles represent o -n cross-relaxation rates calculated from the NOESY spec- 
tra recorded at indicated temperatures with T i n  z 300 ms. Equation (32), 
with the linear term only, is used to calculate o -n from the peak volumes. 
Experimental points are plotted as a function of 1/T, according to eq. (5). 
The agreement between the experimental and theoretical o -n values is re- 
markable at high temperatures, as the insert in fig. 6 shows. This indicates 
that in the extreme narrowing motional regime where all the complications 
of spin-diffusion are absent, a reliable estimate of the cross-relaxation rates 
can be obtained even from a linear approximation of buildup curve (eqs (30) 
and (32)). As the temperature decreases, agreement between the theoretical 
curves and o -n from the linear buildup approximation using only one point 
a t  7- m - -  300 ms becomes less favorable, and at T - 223 K none of the 
calculated o -n values agrees with the theoretical prediction. This essentially 
results from the increased contribution of the spin diffusion at low temper- 
ature that makes linear approximation of buildup curves unsatisfactory. 
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Besides the advantage of the high-temperature measurements for quanti- 
tative interpretation of NOESY spectra, fig. 6 also indicates a special role 
of the high temperature maximum (note that positive cross-relaxation rates 
increase downward) of an. If the NOESY spectrum can be recorded at sev- 
eral temperatures around the an maximum, than calculated cross-relaxation 
rates can be used to obtain simultaneously the correlation time and the 
interproton distances without the necessity of any other knowledge. A typi- 
cal problem in the cross-relaxation experiments is that cross-relaxation rate 
depends on two parameters, ~-c and r (eq. (la)), and to calculate one of 
them the other must be independently known. However, the position of 
the maximum uniquely determines correlation time, and its height uniquely 
determines interproton distances. 

In conclusion, if temperature can be chosen freely, the best one is around 
the high-temperature maximum of a n. Then, the NOESY spectrum has 
the highest possible sensitivity but is still free of spin diffusion. Low- 
temperature spectroscopy can increase sensitivity immensely, but quanti- 
tative data analysis requires either the full matrix or the buildup curve 
analysis. 

6.3. Coping with spin diffusion 

In the spin diffusion motional regime (small molecules at low temperatures 
or macromolecules at all temperatures) the cross-relaxation is so efficient 
that it can hardly be limited to a single-step magnetization transfer. The 
multistep magnetization transfer is known as spin diffusion. It manifests 
differently in NOESY and ROESY spectra, as can be illustrated by writing 
eq. (29b) explicitly for the process of cross relaxation: 

a i j ( 7 m )  

nja  (O) 
n,r 1 n,r n,r 2 

- -  ~r i j Tin - -  ~ ~ n k O'i k O'k j T m -~- " " " . 

k 

(36) 

+.._ 

Fig. 6. Normalized cross-peak volumes of five representative spin pairs from NOESY spectra 
of cyclo(Pro-Gly) at different temperatures, recorded with 7"m z 300 ms. Circles, cross- 
relaxation rates calculated from eq. (27a) using only the linear term. Dashed lines were 
drawn according to eqs (la) and (2a) using ~0/27r = 500 MHz (actual resonance frequency) 
and interproton distances, r, from the model (table 1). Solid lines connect the points of 
one spin pair at different temperatures. Experimental temperatures indicated at the top are 
superimposed on the correlation time axis according to eq. (5): log're '~ 1 / T .  Reciprocal 
temperature axis is scaled and shifted to produce the best visual overlap of the theoretical 
curves and experimental data points. Inset represents the indicated region around the cross- 

relaxation rate maximum in the extreme-narrowing regime, magnified 14 times. 
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The linear term represents a direct magnetization transfer. The higher-order 
terms represent multistep magnetization transfer. Terms of even order are 
negative and terms of odd order are positive; in the spin-diffusion regime, 
o -n is negative and o -r is positive. Thus, in NOESY experiments superposi- 
tion of different terms is additive and in ROESY experiments, subtractive. 
In NOESY the spin diffusion enhances existing peaks and creates a new 
cross peaks even between the distant peaks, whereas in ROESY experiment 
the spin diffusion diminishes the direct (negative) cross-peaks and gives rise 
to the "false"-positive cross peaks among distant spins. 

For quantitative interpretation of cross-relaxation spectra in the spin- 
diffusion regimes it is necessary to take spin diffusion into account. From 
the mathematical point of view, this means that the Taylor series in eq. (36) 
must be used without truncation. In other words, the basic formula, eq. (8), 
must be used and the full spectral matrix must be analyzed. 

Table 2 shows the full NOESY spectral matrix of cyclo(Pro-Gly), 
A(7-m - 80 ms) A(0) -1, recorded at T - 233 K. All cross peaks are 
integrated from the 2D experiment using Felix (Biosym), and overlapping 
peaks of Pro H 32 and Pro H "Y3 were separated after integration into two com- 
ponents in the proportion obtained from the 3D [1H-13C] HMQC-NOESY 
experiment recorded in similar conditions. Cross peaks between Pro H 32 
and Pro H "y3 that also overlap in the 3D experiment were reconstructed 
from the known distance (table 1). Volume integration error, Aa = 0.015 
(eq. (27)), is estimated from deviation from zero of the cross-peak integrals 
at Tin : 0 .  

Even a superficial analysis of the data in table 2 points out some interest- 
ing problems of the full matrix analysis. First, there is a question whether 80 
ms is the optimal mixing time. Many cross-peak volumes are vanishingly 
small or are of the size comparable to the integration error. This suggests 
that longer mixing time might be better. However, relative intensities be- 
tween cross and diagonal peaks from geminal protons are already close to 
one half. This suggests that mixing time should not be prolonged because 
cross peaks become commensurate with the respective diagonal for any 
pair in the multispin system, errors in all calculated cross-relaxation rates 
become immense, and the whole procedure fails [28, 50]. Thus, even with 
mixing time not far from optimum (strictly speaking, there is no single op- 
timal mixing time [50]), the full matrix analysis may be successful only if 
the integration error is small enough so that volumes of small cross-peaks 
can be measured. A large integration error is, perhaps, the principal reason 
for the volume matrix asymmetry. The matrix must be symmetric to get 
real valued eigenvalues and cross-relaxation rates. Cross-relaxation rates 
and their error limits (table 3), are obtained directly from eqs (11) and (27) 
using Matlab (Mathworks Inc.). Interproton distances, also shown in table 3, 
are calculated from eq. (32) by using Gly Ha2/H a3 distance as a standard. 



TABLE 2 
Normalized peak volumes, ut3 (7,,,)/uJJ (0) from NOESY spectrum of cyclo(Pro-Gly) at T~ = 80 ms and T = 233 K. 

0, 

E 
ProH" 0.814b 0.065 0.035 0.027 0.009 0.000 0.009 0.003 0.002 -0.005 2 
ProHo3 0.050 0.410 0.186 0.036 0.045 0.005 0.007 -0.003 -0.001 -0.001 ? 

ProHY3 0.021 0.039 0.034 0.418 0.222 0.048 0.036 0.000 0.000 0.000 5 
ProHY2 0.005 0.029 0.038 0.177 0.576 0.033 0.049 0.002 0.000 -0.001 5' 
ProH6* 0.016 0.010 0.008 0.052 0.038 0.469 0.263 0.001 0.000 -0.003 E 
ProH6' 0.012 0.008 0.013 0.036 0.050 0.244 0.538 0.000 0.000 0.000 3 
GlyHN 0.006 0.001 0.003 0.001 0.002 0.001 0.002 0.752 0.053 0.080 r 

id 
3 

E 
5' 

x a 
8 

ProH" ProHP' (a) ProHo2 ProHY3 (a) ProHY2 ProH62 P ~ o H ~ ~  GlyHN GlyHa3 GlyHa2 

ProHPZ 0.027 0.200 0.462 0.034 0.048 0.007 0.013 -0.002 -0.001 -0.001 f 

0 

G ~ Y H " ~  0.020 0.001 0.001 0.001 -0.002 0.000 0.000 0.049 0.524 0.255 
G ~ Y H ~ ~  0.010 0.001 -0.001 0.000 -0.001 0.000 0.000 0.079 0.257 0.483 W 

(a) Integrated volumes of overlapping resonances Pro Ho3/Pro HY2 are separated in the proportion obtained from three dimensional 3 
u3 HMQC-NOESY spectrum (not shown) recorded in the same conditions. 

(b) Volume integration error, Aa = d m / ( 4 j ( 0 ) ) ,  is determined from the integrals at the position of cross peaks of the 
spectrum recorded at rm = 0. The same position and size of the integration window are used as for rn, = 80 ms; Aa is estimated from 

0 a w 
the statistical distribution around zero of cross-peak integrals obtained at r,,, = 0; Aa = 0.015. 
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TABLE 3 
Cross-relaxation rates and interproton distances in cyclo(Pro-Gly) from the full matrix anal- 
ysis of NOESY spectrum recorded at 7-m = 80 ms and T -- 233 K. Cross-relaxation rates 
are obtained from the volumes shown in table 2 according to eq. (11) by Matlab (Mathworks 

Inc). Error limits were obtained from eq. (27) with Aa = 0.015 (table 2). 

Pro H ~ Pro H ;~3 Pro H ~2 Pro H "Y3 Pro H "Y2 

Pro H '~ 

Pro H ~3 

Pro H/32 

Pro H "~3 

Pro H "y2 

Pro H ~2 

Pro H ~3 

Gly H N 

GlyH ~3 

Gly H ~2 

2"64a + 0"26b I 2"42c + 0"13d 2.90 + 0.64 2.83 + 0.46 
I 

--1.15 + 0.38 12.67 + 0.59[ 1.85 + 0.02 2.55 + 0.21 
I 

--0.39 + 0.36 --5.89 + 0.57 11.00 + 0.55] 2.72 • 1.01 
I 

--0.46 • 0.38 --0.84 + 0.60 --0.58 • 0.58 12.28 + 0.62 I 

0.00 + 0.38 --0.60 • 0.60 --0.80 • 0.58 --5.30 • 0.62 

-0 .10  + 0.36 

-0 .15  + 0.36 

-0 .07  • 0.26 

-0 .22  + 0.34 

-0 .01 -t- 0.35 

6.70 + 3.77 

2.70 i 0.51 

2.58 + 0.20 

1.88 + 0.02 

7.98 + 0.62 

-0 .11 • 0.56 -0 .04  + 0.54 -1 .20  + 0.57 -0 .39  + 0.57 

-0 .05  + 0.56 -0 .25  + 0.54 -0 .44  + 0.57 -0 .93  + 0.57 

-0 .01 + 0.37 -0 .01 i 0.36 -0 .01  + 0.38 -0 .04  + 0.38 

-0 .01 + 0.53 -0 .01 + 0.51 0.00 + 0.54 0.00 • 0.54 

-0 .01 -I- 0.54 -0 .01  + 0.52 0.00 4- 0.55 0.00 -t- 0.55 

Pro H '~ Pro H ~3 Pro H/~2 Pro H ~3 Pro H "Y2 

a Cross-relaxation rates, O "n, from the volume matrix, table 2, by eq. (11). 
b Absolute errors, Ao "n, from eq. (23). 
c Distances, r, from cross-relaxation rates by eq. (33a), assuming Tc -- 4.0 x 10 -9 s, 
and w0/27r - 500 MHz. 
d Absolute errors, Ar, from [Acrn/cr n] - - [ A r / r l / 6 .  

Comparing experimental cross-relaxation rates from table 3 with cross- 
relaxation rates from the model (table 1), one can see that discrepancy 
beyond the estimated error limits exists only for proton 3' and ~ geminal 
pairs. Because the differences are not far from 3Ao -n, it is hard to interpret 
them in more detail. A relatively large discrepancy between the diagonal 
elements can be explained by the fact that in the model calculations uniform 
external relaxation rate was assumed for all spins (Rex - 1.426 s- l ) .  

Observed agreement between the experimental and model cross-relaxation 
rates within the estimated error limits confirms validity of the full matrix 
analysis procedure but not necessarily its usefulness. Namely, the agreement 
is achieved mainly within the broad limits of cross-relaxation rate errors. 
Errors span the range 0.25 to 0.62 s -1 but are clustered around the values 
0.35 s -1 and 0.55 s -1. All the errors involving cross-relaxation rates of 
Pro H ~ and Gly H N are clustered around 0.35 s -1. This is mainly because 
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TABLE 3 
(Continued) Distances were obtained from cross-relaxation rates from eq. (33a) with 7-c = 
4.0 ns and ~0/27r = 500 MHz; correlation time was determined from eq. (la) using 
Gly H~Z]H c~3 spin pair: o- = -7 .22  s -1 (from build up rate analysis of a series of spectra, 
table 4)" r -- 1.77 .~ (from model, table 1). Interproton error limits were obtained from 

the errors of respective cross-relaxation rates: IAr/rl = IAcr/crl/6. 

Pro H ~2 Pro H 63 Gly H N Gly H ~3 Gly H c~2 

3.66 4- 1.38 3.40 4- 3.52 3.86 4- 2.46 3.20 4- 0.72 5.06 4- 7 

3.59 4- 8 4.09 4- 7 5.56 4- 21 5.32 4- 44 5.01 4- 104 

4.23 4- 6 3.12 4- 1.10 5.32 4- 7 5.51 4- 32 5.76 4- 39 

2.41 4- 0.17 2.85 -4- 0.93 5.57 4- 94 6.21 4- 58 7.48 4- 145 

2.52 4- 0.19 4.33 4- 104 6.75 4- 129 6.98 4- 177 2.90 4- 0.60 

1i.46 4- 0.53 I 

-6 .91 4- 0.53 9.55 4- 0.53 I 5.38 4- 30 7.08 4- 22 10 4- 18 
I 

-0 .02  4- 0.35 -0 .01 4- 0.35 3.67 4- 0.25 [ 2.65 4- 0.27 2.32 4- 0.10 
I 

0.00 4- 0.50 0.00 i 0.50 -0 .68  4- 0.34 9.91 4- 0.47 [ 1.80 4- 0.02 
J 

1.80 4- 0.02 4.70 4- 60 7.16 4- 15 7.52 4- 30 

0.00 4- 0.52 0.00 4- 0.51 -1 .51 4- 0.34 -6 .98  + 0.49 11.13 4- 0.50 

Pro H 62 Pro H 63 Gly H N Gly H ~3 Gly H ~2 

these two protons are relatively isolated and their cross-relaxation with one 
partner is not much perturbed by the interaction with the other. On the 
other hand, all cross-relaxation rates involving two geminal protons have 
the errors around 0.55 s -1. This is understandable because all these protons 
are involved in the fast magnetization exchange with the nearby partners. 
Even a small error in one peak volume propagates to the cross-relaxation 
rate of all members of the cross-relaxation network [50]. 

In going from the cross-relaxation rates to the interproton distances the 
relative error reduces and is six times smaller because of the sixth-power 
dependence. Error limits for the distances shorter then 3 ,~ are meaningful 
but for the larger distances are unacceptably high. The large error limits 
indicate the obvious fact that distances cannot be measured for those spin 
pairs for which cross-peaks of appreciable volume are not detected. 

The present analysis clearly indicates that besides a complete peak vol- 
ume matrix the full matrix analysis requires high accuracy of integrated 
peak volumes. Therefore, a good signal-to-noise ratio and good methods 
for peak volume integration are the main prerequisites for a successful full 
matrix analysis. 
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In practice, the full matrix analysis is rarely applicable because of spectral 
overlap and because of the global error propagation. In full matrix analysis 
all the elements are interconnected and the error in one volume element 
propagates into all cross-relaxation rates. This property is not favorable 
in practical situations in which a part of the spectrum may be ill-defined 
although a good portion of the spectrum is of a satisfactory quality. Then, 
the more favorable analysis is localized, i.e., errors are confined within 
respective cross-relaxation rates. However, such analysis is possible only 
on data in which spin diffusion is not dominant. 

The relevance of the spin diffusion can be judged by comparison of the 
linear and quadratic terms in eq. (36). The linear term dominates when 
[O'ij[T m << 1 or, more precisely, when 

E nk0-ik0-kJT2 "< 1. (37) 
k 

Then, eq. (29a) that contains only a linear term can be used. The condition 
from eq. (37) can be met by reducing either Tm or aik. An experimental 
example is presented in fig. 7, which contains buildup rates of five selected 
spin pairs of cyclo(Pro-Gly). At room temperature, molecular motion is 
in the extreme narrowing limit and cross-relaxation rates are rather small. 
Then, at mixing times as long as 1 s the cross-peak buildup is still linear 
in time. The cross-relaxation rates calculated according to eq. (32), with 
the linear term only, are shown in table 4, 0"298.bu Even for the largest cross- 
relaxation rate, the product ]O-]Tm is less than one in the mixing time range 
used. For comparison, table 4 shows the cross-relaxation rates calculated 

geo Correlation time was varied until the best agreement from the model, 0-298" 
with a single correlation time (7c = 4.65 • 10 -11 s) was found for all cross- 
relaxation rates. Experimental cross-relaxation rates yield the interproton 
distances r298,bu which are in perfect agreement with the distances from the 
model. 

When the cross-relaxation rates are inherently large (low-temperature 
or macromolecular), then a series of experiments with short mixing times 
must be performed. Buildup of cross-peak intensifies of selected spin pairs 
in cyclo(Pro-Gly) at low temperature, T = 233 K, is shown also in fig. 7. 

+-- 

F ig .  7. Buildup rate analysis of NOESY spectra at T = 298 K (~-m = 0.3 s, 0.6 s, 1 s) and 
T = 233 K (Tm = 10 ms, 20 ms, 30 ms, 40 ms, 80 ms, 160 ms, 320 ms, 640 ms, 1.2 s). 
Lines are drawn according to eq. (8) with a dynamic matrix from the energy minimized 
model (table 1). High-temperature data (negative slopes) are linearly fitted according to 
eq. (30). Low-temperature data (positive slopes) are fitted by eq. (30); only points with 

aij/ajj < 0.2 were used (inset). 
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Buildup analysis of 
T A B L E  4 

selected spin pairs in cyclo(Pro-Gly) from the data shown in fig. 7. 

bu geo bu FMA geo bu bu _ FMA /~geo 
0-298 0-298 0-233 0"233 0"233 ~F298 1"233 'I"233 

G l y H a 2 - G l y H  a3 0.38 0.38 - 7 . 6 7  - 6 . 9 8  - 7 . 2 2  1.77 1.77 1.80 1.77 

G l y H N - G l y H  a3 0.03 0.03 - 0 . 6 8  - 0 . 6 8  - 0 . 5 7  2.71 2.65 2.65 2.71 

G l y H N - G l y H  a2 0.08 0.07 - 1 . 4 5  - 1 . 5 1  - 1 . 3 7  2.29 2.33 2.32 2.34 

Pro H a - P r o H  ~3 0.07 0.06 - 1 . 2 7  - 1 . 1 5  - 1 . 1 5  2.35 2.39 2.42 2.41 

G l y H N - P r o H  a 0.01 0.004 - 0 . 1 5  - 0 . 0 7  - 0 . 0 7  3.32 3.41 3.86 3.87 

bu Cross-relaxation rate from buildup, fig. 7; T -  298 K. 0"298 

~eo Cross-relaxation rate from geometry; rc = 4.65 x 10 -~1 s, ~o0/27r --  500 MHz,  0"298 
T = 298 K. 

bu 0"233 Cross-relaxation rate from buildup, fig. 7; T -  233 K. 

0"233FMA Cross-relaxation rate from full matrix analysis, table 3 

geo Cross-relaxation rate from geometry; re --  4.0 • 10 -9 s, ~0/27r --  500 MHz,  T --  0"233 
233 K. 

bu bu r298 Interproton distance from 0-298" r ~ 2 / a 3  - -  1.77/k .  

7,233bu Interproton distance from bu . = 0"233 r a 2 / ~ 3  1.77 /~,. 
FMA FMA Interproton distance from 0-233 �9 7"233 

r ge~ Interproton distance from energy minimized-molecular model. 

At low temperature, mixing times of about 1 s are excessively long. This 
can be seen from the buildup curve for geminal pair Gly Hc~Z/H c~3, which 
reached saturation around 300 ms. 

At mixing times longer than 300 ms, the cross-peak volume and diago- 
nal peak volume are almost the same and only a lower limit of the cross- 
relaxation rate can be estimated. Because the transfer process has taken 
place to the completion, data at 7- m > 300 ms do not contain information 
on the rate by which the cross and diagonal peak volumes were equilibrated. 
Thus, valuable information can be obtained only at shorter mixing times. 
The inset in fig. 7 shows expansion of the normalized cross-peak intensities 
for the first 80 ms of mixing time. There, only the fastest cross-relaxation 
rate between geminal protons has fulfilled the condition from eq. (37) and 
thus can be calculated by the linear approximation of eqs (30) and (32). 
All other spin pairs are influenced by spin diffusion and the second order 
approximation must be used, eqs (30) and (32). Results of such analy- 
sis are presented in table 4, 0233bu , in comparison with the cross-relaxation 
rates obtained from the full matrix analysis, _FMA and from the molecular o233 , 
model, geo %33- Converted into interproton distances, all cross-relaxation rates 
agree. 
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1. Introduction 

Suppose that a pulse Fourier transform proton NMR experiment is car- 
fled out on a sample containing acetone and ethanol. If the instrument 
is correctly operated and the /3o field perfectly uniform, then the result 
will be a spectrum in which each of the lines has a Lorentzian shape, 
with a width given by the natural limit 1/(rrT2). Unfortunately such a re- 
sult is an unattainable ideal: the most that any experimenter can hope for 
is to shim the field sufficiently well that the sample experiences only a 
narrow distribution of B0 fields. The effect of the /3o inhomogeneity is 
to superimpose an instrumental lineshape on the natural lineshapes of the 
different resonances; the true spectrum is convoluted by the instrumental 
lineshape. 

In principle we could deconvolute the experimental spectrum with the 
instrumental lineshape, if that were known, to recover the true spectrum. 
In our example we have some good experimental evidence as to the form 
of the instrumental lineshape: since the acetone signal is (apart from small 
carbon-13 satellites) a singlet, its experimental shape is just the instrumental 
lineshape convoluted by a Lorentzian of width 1/(TrT~C), where T~ c is the 
spin-spin relaxation time of the acetone protons. How can we use this 
experimental evidence to correct the imperfect experimental spectrum? The 
simplest way to deconvolute one function fl (co) by another f2(w) is to 
Fourier transform the ratio of their inverse Fourier transforms: 

f ( w ) - F T - [  FT+{fl  (w)} ] 
FT+{f2(w)} 

, (1) 

where FT-  indicates (discrete) Fourier transformation and FT + the corre- 
sponding inverse transformation. In our case, since the experimental line- 
shape of the acetone signal is the convolution of the instrumental lineshape 
and the natural shape, to recover the true spectrum we actually need to 
deconvolute the experimental spectrum with the experimental acetone line- 
shape and then reconvolute it with the natural lineshape. This process may 
be termed reference deconvolution; here the acetone serves to provide a 
reference signal for which the ideal form is easily calculated. 
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We can find the experimental lineshape by taking the raw experimental 
spectrum and zeroing all but the acetone signal, taking care to ensure that 
what remains includes all the acetone signal but no other signals. To find 
the natural acetone lineshape we need to estimate the spin-spin relaxation 
time T~C; this estimate is not critical, since any discrepancy will simply 
lead to a slight increase or decrease in the widths of the Lorentzian lines 
in our corrected spectrum. If the raw experimental free induction decay is 
8e(t) and the corresponding spectrum Se(CO), then the time-domain form of 
the reference signal is 

Sr(t) -- F T + { H ( & L ,  r (2) 

where H(~L, ~R) is the Dirichlet function, unity between ~L and :OR and 
zero elsewhere. The ideal reference signal si(t) is the inverse Fourier trans- 
form of the ideal acetone lineshape Si(~) 

8 i ( t ) -  F T + { ~ i ( ~ ) } ,  (3) 

so a corrected free induction decay Sc(t) can be calculated using the com- 
plex ratio R(t) of si(t) and Sr(t): 

8c(t) = 8e(t ) X R( t )  -- 8e(t ) X 
8i(t) 

8r(/~) " 
(4) 

In practice Si(~o) must include small contributions from long range carbon- 
13 satellites as well as the main central singlet if the deconvolution is to be 
accurate; the time-domain ideal reference signal si(t) may be found either 
by explicit inverse Fourier transformation or by direct calculation in the 
time domain. The choice of the reference region ~OL to ~R is critical; too 
narrow a region will exclude part of the experimental acetone lineshape, 
too wide a region runs the risk of incorporating other signals and increases 
the amount of unwanted noise included. 

The corrected free induction decay s~(t) will transform to a spectrum 
Sc(~O) in which not only the acetone signal but also all the ethanol sig- 
nals have had the instrumental contributions to their lineshapes removed. 
Provided that the reference region ~L to ~R gives a complete and accurate 
representation of the experimental acetone lineshape, our deconvolution pro- 
cess should allow us to obtain a clean corrected spectrum even when the 
shimming is far from ideal. There are of course limitations on this process. 
If the experimental lineshape is very broad, it will clearly not be possible 
to obtain a corrected spectrum in which the lines are very narrow with- 
out some sort of penalty. Here the limiting factor is signal-to-noise ratio: 
since Si(~) is much sharper than Se(~), the ratio of their inverse Fourier 
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transforms will become very large as t increases, amplifying the noise in 
the later part of Se(t). It is sometimes helpful to think of the process of 
reference deconvolution as a slightly more sophisticated version of the fa- 
miliar process of resolution enhancement, tailored to the exact form of the 
experimental lineshape. 

A less obvious limitation stems from the form of eq. (1). If the inverse 
Fourier transform of the experimental acetone lineshape drops to zero, (1) 
will become indeterminate. This places an upper limit on the degree of 
improvement in resolution obtainable with reference deconvolution which 
depends on the exact form of the instrumental lineshape. An obvious case 
which causes problems is a split lineshape which consists of two identical 
components A~o apart; the inverse Fourier transform of this lineshape will 
fall to zero at times (2n + 1)Tr/(ZA~o). Fortunately neither of these two lim- 
itations is too restrictive in practice. Reference deconvolution in the form 
described has a wide range of uses, from correcting severe lineshape distor- 
tions in in vivo spectra, where shimming is very difficult and local variations 
in magnetic susceptibilities of tissues further distort B0, to correcting the 
much smaller distortions in lineshape found in a well-shimmed high reso- 
lution spectrometer, that nevertheless can prevent the reliable detection and 
quantitation of small signals in the presence of larger ones. 

There are, however, many other ways in which reference deconvolution 
can be used to enhance the results of NMR experiments. The effect of poor 
shimming is to convolute the true spectrum with an instrumental lineshape; 
this corresponds in the time domain to multiplying the free induction decay 
by a (complex) error function E(t).  Many of the other things that can - and 
d o -  go wrong in NMR experiments also correspond to multiplying the free 
induction decay, for example the generation of spinning or mains frequency 
modulation sidebands, phase errors caused by pulse phase irreproducibil- 
ity, amplitude errors caused by variation in probe tuning or receiver gain, 
etc. In each case all the signals in an experimental spectrum suffer in ex- 
actly the same manner, and hence in each case it is possible to correct the 
error by reference deconvolution. Reference deconvolution can thus also 
be used to ensure exact comparability between experimental spectra where 
this is important, for example in difference spectroscopy or between the 
successive increments of a two-dimensional experiment. The earliest pub- 
lished uses of reference deconvolution were for lineshape correction [1, 2] 
in high resolution NMR, but subsequent workers have independently devel- 
oped the technique for difference rapid scan cross-correlation NMR [3, 4] 
and in vivo NMR [5]. Several improvements on the crude algorithm for 
pulse FT NMR outlined above have been developed [6, 7], and applied to 
difference spectroscopy [8] and to 2D NMR [9]; the technique has also 
been applied in IR spectroscopy [10]. Reference deconvolution algorithms 
have been given a variety of names, including RLSA (Reference LineShape 
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Adjustment) [3], FIDDLE (Free Induction Decay Deconvolution for Line- 
shape Enhancement) [6] and QUALITY (QUAntification improvement by 
converting LIneshapes to the Lorentzian TYpe) [5]. 

2. Practical implementation 

The main problem in constructing a viable algorithm for reference decon- 
volution is to extract the complete reference signal from the experimental 
spectrum, without contamination from other signals. The difficulty is that 
both the real and imaginary parts of the reference signal are required; while 
the absorption mode signal has a relatively narrow base and is usually un- 
encumbered by overlap, the dispersion mode signal is far wider, falling off 
only hyperbolically with frequency, making overlap far more likely. The 
need to make the reference region of the spectrum extracted very wide also 
means that relatively large amounts of noise are included in the experimen- 
tal reference signal, degrading the accuracy of the eventual deconvolution. 
One compromise is to set a narrow reference region, truncating the dis- 
persion mode part of the reference signal, but then attempt to supply the 
missing signal by extrapolation [6]. This can be surprisingly effective, but 
compromises both the accuracy and the basic linearity of reference decon- 
volution, and has now been supplanted by a method which avoids the need 
to extract the dispersion mode signal from the experimental spectrum by 
exploiting the Hilbert transform relation between the absorption mode and 
dispersion mode parts of a causal signal [11]. 

If an experimental signal Se(t) of N complex points (N real and N imag- 
inary measurements) is Fourier transformed, it will yield a discrete spectrum 
in which there are N real (e.g., absorption mode) and N imaginary (disper- 
sion mode) points. As expected there is no change in the overall amount of 
information: half of the information in the 2N measurements that make up 
the experimental time-domain signal ends up in the real part of the spectrum 
and half in the imaginary. Suppose now that a further N complex zeroes 
are appended to Se(t) before Fourier transformation. Now there will be 2N 
real data points in the spectrum and 2N imaginary. There has been no in- 
crease in the total information content of the spectrum, but now the real 
and imaginary parts of the spectrum are correlated: all N complex points 
in the time domain contribute to the real part of the spectrum, and all N 
points contribute to the imaginary part. The imaginary part is therefore re- 
dundant, the real spectrum containing all the original information in Se(t). 
If the real part of the spectrum alone were to be subjected to inverse Fourier 
transformation, the imaginary part being set to zero, the result would be a 
time-domain function consisting of Se(t) followed by a reflected replica, 
since the transform of a pure real function must be symmetric in the time 
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domain. Zeroing the second half of the inverse Fourier transform would 
then leave just the original time-domain signal Se(t). 

The way to ensure a clean extraction of an experimental reference signal 
is thus to zero-fill the experimental free induction decay Se(t) once before 
Fourier transformation, zero completely the imaginary part of the resultant 
spectrum, and zero all but the reference region a~i~ to a~R of the real part [7]. 
Inverse Fourier transformation then gives a symmetric time-domain signal, 
the first half of which is the required experimental reference signal Sr(t): 

Sr(t) - FT+ [H(COL, aJR) • FT-{se( t )  + Z(t, 2t)}] ç H(O,t), (5) 

where se(t) extends from time 0 to t, and the function Z appends zeroes 
from time t to 2t. The corrected free induction decay is then once again 

 i(t) 
8 c ( t ) -  Be(t) ç (6) 

Sr(t) ' 

but now the reference region col to co~ only needs to encompass the ab- 
sorption mode reference signal and not the dispersion mode. The complete 
algorithm is summarized in fig. 1. 

The Hilbert transform reference deconvolution algorithm just described 
is simple to implement and robust in use, and makes only modest demands 
on data processing capacity; a typical deconvolution takes only three to 
four times as long as a normal Fourier transformation. There are, however, 
a number of useful extensions to the basic method, for use with distorted 
experimental data or for specific experiments. The simplest extension is to 
add a dc correction to the reference region before inverse Fourier transfor- 
mation; this reduces any errors caused by baseline distortion in the exper- 
imental spectrum. Spectra with severe rolling baselines can be dealt with 
by applying a suitable spline or polynomial correction to a zero-filled raw 
experimental spectrum, and then inverse Fourier transforming this spectrum 

b to give a baseline corrected experimental free induction decay s e (t) which 
can be subjected to reference deconvolution as normal. Reference decon- 
volution can be used to ensure exact comparability between spectra in dif- 
ference experiments: in nuclear Overhauser effect difference spectroscopy, 
for example, if the control and irradiated spectra are both deconvoluted 
using the same ideal lineshape, artefacts in the difference spectrum due to 
instrumental instability can be eliminated [8]. 

The same logic can be applied in multidimensional spectroscopy, to de- 
crease tl-noise; in favourable cases tl-noise can be reduced by an order 
of magnitude, allowing weak cross-peaks to be detected [9]. The 2D ex- 
periments for which t 1-noise poses the greatest problem are those which 
require strong signals to be nulled, either by phase cycling or by the use 
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Fig. 1. Schematic illustration of the Hilbert transform algorithm for reference deconvolu- 
tion. The raw experimental spectrum Se(W) (b) is produced by Fourier transforming the 
zero-filled experimental free induction decay, its imaginary part is zeroed and the real part 
of the reference signal (d) is extracted. Inverse Fourier transformation and truncation yields 
the time-domain reference signal (c) Sr(t); the corresponding ideal signal (e) si(t) is pro- 
duced either by direct calculation or by inverse Fourier transformation of the ideal reference 
lineshape Si(a;). Multiplying the experimental free induction decay (a) (or if necessary the 
truncated inverse transform (i) of a baseline-corrected version of Se(W)) by the complex 
ratio of (e) and (c) gives a corrected free induction decay (g) which Fourier transforms to 
the corrected spectrum (h) 5'c(W). (Reproduced, with permission, from Signal Treatment and 

Signal Analysis in NMR, ed. D.N. Rutledge, Elsevier, Amsterdam, 1996) 

of pulsed field gradients. A typical example is the H M B C  experiment  [12], 
in which long-range couplings between protons and carbon-13 give rise to 
cross peaks, but the intense signals from protons not enjoying long range 
couplings to carbon-13 have to be suppressed. In this experiment  the t 1- 
noise is dominated by the imperfect suppression of the unwanted signals, 
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caused by instrumental irreproducibility [13, 14], so the principal problem 
is signal irreproducibility within the phase cycle for a particular /;1 incre- 
ment rather than signal variation from increment to increment. Both types 
of variation can be cured by splitting the phase cycling for the HMBC ex- 
periment into two halves, giving signals with the same phase for protons 
with couplings to carbon-13 but opposite phases for uncoupled protons. 
Reference deconvolution (with a reference signal which has no long range 
couplings) is used [9] to ensure that any variation in signal amplitude, phase 
or lineshape between the two halves of the signal for a given/;1 increment 
is corrected, so that when the signals from the two halves of the phase 
cycling are combined the unwanted signals are rigorously suppressed, and 
the desired signals show no spurious variation as a function of t l. 

The requirement that the reference signal be a singlet can be an inconve- 
nient one, for example where a precious sample must not be contaminated 
with a reference material, or in vivo where it is not possible to add a 
reference. The problem with using more than one signal as a composite 
reference is that interference between the components of the reference can 
lead to the reference signal falling to zero at certain times. This is a partic- 
ular problem for common multiplets, since all first order multiplet patterns 
other than the singlet lead to zeroes in the time domain. It is however still 
possible to make use of multiplet signals as references if interpolation is 
used to deduce the value of the correction function R(~) for those regions 
of time where the reference signal falls close to zero. This process demands 
careful attention to detail, as close to the zeroes in the time domain small 
discrepancies between the ideal bandshape and the true bandshape of the 
reference signal can lead to big errors in R(t). However, in spectra with 
good signal-to-noise ratio, the quality of deconvolution obtainable with a 
doublet reference signal is very nearly as good as that with a singlet [15]. 

3. Applications 

Figure 2 illustrates the use of the FIDDLE algorithm of fig. 1 for the cor- 
rection of gross field homogeneity errors in a 300 MHz proton spectrum; 
the example chosen is that used in the Introduction and in fig. 1, a sample 
containing acetone and ethanol. Severe field inhomogeneity was produced 
by missetting the shim currents, resulting in a dissymmetric lineshape with 
strong spinning sidebands. A reference region 300 Hz wide around the ace- 
tone signal in the raw experimental spectrum of fig. 2(a) was excised using 
the Hilbert transform method described earlier, and the ideal lineshape Si (co) 
was chosen to be a Lorentzian of full width 1 Hz at half height. Figure 2(b) 
shows the result of deconvolution; the spinning sidebands are suppressed 
and all the signals have a clean Lorentzian lineshape. A Gaussian instru- 
mental lineshape can be achieved by substituting a Gaussian ideal reference 
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Fig. 2. (a) Raw 300 MHz proton spectrum of a mixture of acetone and ethanol in deuteri- 
ochloroform; (b) after reference deconvolution using the acetone signal as reference and 
an ideal lineshape of a 1 Hz wide Lorentzian; and (c) after reference deconvolution with 
an ideal lineshape characterized by a negative Lorentzian width of 0.1 Hz and a Gaussian 
width of 0.4 Hz. The 0.1 Hz Lorentzian term represents the approximate difference in natural 
linewidth between the ethanol and acetone signals, and is responsible for the "wings" on 

the acetone signal. 

lineshape fora  Lorentzian, corresponding to a Gaussian envelope for si(t). 
The best compromise between resolution and signal-to-noise ratio is achiev- 
able by combining reference deconvolution with resolution enhancement by 
choosing an envelope for si(t) which is an exponential rising with a time 
constant equal to the T2 of the signals of interest, multiplied by a Gaussian 
decay. Figure 2(c) shows such a spectrum, in which the ethanol lines are 
now Gaussians with a full width at half height of 0.4 Hz. Note that the 
relative integrals of the signals remain constant during the deconvolution 
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Fig. 3. (a) 300 MHz proton spectrum of the molecule shown, and (b) 500-fold expanded NOE 
difference spectrum obtained using reference deconvolution to enforce identical reference 
lineshapes (2 Hz Lorentzian) for the chloroform signals in the irradiated and unirradiated 
spectra. Note the complete absence of the usual "up-down" difference artefacts in trace (b), 
even for the sharp singlet methyl signals; the remaining artefacts are largely homodecoupler 

spikes. 

process; the apparent reduction in the relative intensity of the broad OH 
singlet at 4.4 ppm arises from the peak heights of the remaining signals 
increasing as their widths decrease. As expected, the price paid for the 
increase in resolution is a corresponding reduction in signal-to-noise ratio. 

The use of reference deconvolution for the correction of artefacts in 
nuclear Overhauser effect difference spectroscopy [9] is illustrated by the 
spectra of fig. 3. The experimental technique used here differs slightly from 
that normally encountered in using a control spectrum in which the preir- 
radiation is gated off rather than shifted in frequency, and in keeping the 
decoupler and transmitter at the same frequency. These modifications were 
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Fig. 4. (a) Conventional 500 MHz HMBC spectrum of sucrose octaacetate in deuteriochlo- 
roform, and (b) HMBC spectrum with tl-noise corrected by reference deconvolution. (Re- 
produced, with permission, from Signal Treatment and Signal Analysis in NMR, ed. D.N. 

Rutledge, Elsevier, Amsterdam, 1996) 

made in order to remove the effects of off-resonance steady-state transverse 
magnetization generated by the preirradiation. In normal NOE difference 
spectra the spurious difference signals caused by instrumental drifts and 
instabilities are sufficient to swamp such effects, but once reference decon- 
volution is used to compensate for such irreproducibility the steady-state 
effects become clearly visible if shifted rather than gated preirradiation is 
used. The normal spectrum of the target molecule is shown in fig. 3(a), 
and the corrected NOE difference spectrum with a 500-fold vertical expan- 
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sion in fig. 3(b). The chloroform signal appears in the difference spectrum 
as a completely blank section of baseline, since the deconvolution process 
is specifically designed to ensure that the chloroform signals in the two 
spectra cancel exactly. Difference artefacts in the rest of the spectrum are 
reduced from typical levels of around 0.5% for sharp signals to less than 
0.02%, significantly increasing the effective internuclear distance range of 
the experiment. 

Figure 4 shows an example of the reduction in t 1-noise in the HMBC 
experiment that can be achieved with reference deconvolution. Protiochlo- 
roform was used to provide a reference in a solution of sucrose octaacetate 
in deutefiochloroform. Figure 4(a) shows part of a stacked plot of a conven- 
tional HMBC spectrum measured on a 500 MHz spectrometer, and fig. 4(b) 
the same data corrected by reference deconvolution. The level of t 1-noise 
seen in fig. 4(a) is typical of a good quality phase cycled HMBC spectrum. 
Both spectra were obtained from the same dataset, acquired with the split 
phase cycling discussed in the preceding section. For fig. 4(a) the two halves 
of the dataset were simply added; for the spectrum of fig. 4(b), for each 
t l increment the data for each half of the phase cycling were deconvoluted 
separately using the same ideal lineshape (a Gaussian of width 5 Hz) and 
amplitude and then combined, suppressing the unwanted signals. The cor- 
rected data were doubly Fourier transformed to give the spectrum shown, 
with the t 1-noise greatly reduced. 

4. Discussion 

Data processing methods for enhancing the results of NMR experiments 
can be roughly divided into those that are mathematically linear, such as 
conventional sensitivity or resolution enhancement using appropriate time- 
domain weighting functions, and those that are nonlinear, such as maximum 
entropy or (despite its name) linear prediction. Nonlinear methods suffer 
from the disadvantage that there is no simple relationship between the data 
going in and the results coming out, with the consequence that it is all too 
easy to obtain misleading results. Considerable care is needed if reliable 
results are to be obtained from such methods. Reference deconvolution is, 
to a very good approximation, linear, involving little if any falsification of 
the incoming data; rather, prior knowledge about the spectrum (the form of 
the ideal reference signal) is used to factorize the spectrum into a corrected 
spectrum and an instrumental lineshape. 

Reference deconvolution is unusual among data processing methods in 
using internal evidence to repair the damage done to the spectral data by 
instrumental imperfections; parenthetically, it may be noted that the form 
of the correction function R(t) itself can be a useful guide to instrumental 
fault-finding. The principal uses of reference deconvolution are in the pro- 
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duction of very high quality spectra, whether for the reliable detection of 
minor components of mixtures, for the accurate measurement of very small 
nuclear Overhauser effects, or for the detection of weak HMBC cross-peaks. 
There is also a good case for using reference deconvolution as a routine 
tool whenever resolution enhancement is to be applied to a high resolu- 
tion spectrum, since all too often enhancing the resolution of an apparently 
well-shimmed spectrum leads to the appearance of spurious splittings. 
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A commonly used method of measuring longitudinal relaxation times in 
multiline spectra, almost as old as Fourier transform NMR, is the inversion 
recovery experiment [1] which can be schematized by the pulse sequence 

[ ( rr )-T-( rc / 2 )-Acq-Tw ] n" (1) 

By means of the 7r pulse, the experiment starts with the complete inver- 
sion of nuclear magnetization which remains longitudinal. This is followed 
by an interval r during which magnetization tends to recover toward its 
equilibrium value. The (7r/2) pulse allows for reading the state of longitu- 
dinal magnetization by transforming it into detectable transverse magneti- 
zation whose Fourier transform yields peak amplitudes as a function of 7-. 
Under ideal conditions, these amplitudes obey the relationship 

S('r) = M0[1 - 2 exp(-r/T1)], (2) 

where M0 represents the equilibrium magnetization. 
The signal is measured for an appropriate set of T values (generally 

in the range 0-2T1), leading to the T1 value associated with each line 
in the spectrum, provided that the other unknown i n  (2), M0, has been 
determined independently or is deduced from the actual experimental data. 
The drawback of the method lies in a waiting time Tw of the order of 
5T1 which must be inserted before starting again a new sequence so that 
longitudinal magnetization is allowed to recover to its full equilibrium value. 
At first sight, this appears mandatory whenever accumulations have to be 
performed for improving the signal-to-noise ratio. Of course, this can lead 
to prohibitive overall measuring times. 

A first improvement, aiming at reasonable measuring times [2], consists 
of choosing an arbitrary waiting time Tw (though of the order of Ta). This 
is the Fast Inversion Recovery method whose results must be analyzed 
according to 

5'(7-) = Mo[1 - Kexp(-r /T1)] ,  (3) 

where K ~< 2 is a parameter to be determined from experimental data. 
The method is reliable provided that, during Tw, any transverse magneti- 

zation is irreversibly destroyed by transverse relaxation. It is highly efficient 
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when one is dealing with long relaxation times in systems which require a 
somewhat large number of accumulations. Optimal conditions of operation 
have been discussed in several papers [3-6]. 

However, the above method may still be too lengthy in cases of very 
diluted species or whenever a large number of measurements have to be 
performed (for instance, as will be mentioned below, if T1 has to be mon- 
itored over a large temperature range with small step variations). The pro- 
posed method, SUFIR [7] (for SUper Fast Inversion Recovery), rests on the 
comparison of one reference spectrum with one partially relaxed spectrum, 
both spectra (or their associated rids) being obtained in identical instrumen- 
tal conditions. This constraint amounts to obtaining the partially relaxed 
spectrum immediately after the reference spectrum. Moreover, since one 
point of the recovery curve is acquired, the longitudinal magnetization evo- 
lution is assumed to be purely monoexponential. The basic SUFIR sequence 
corresponds to a one-shot experiment and can be schematized as follows 

I (Tr/2)-r-(rr)-r-(rr/2)-r- 1 

S1 $2 n 

(4) 

The sequence is repeated n times in order to improve the signal-to-noise 
ratio. Each elementary step involves three intervals of strictly identical du- 
ration 7-. During the first and the last of these intervals the receiver is 
open and the corresponding rids ($1 and $2, respectively, which denote 
the amplitude of the signal under study) are stored and accumulated in 
separate memory blocks. Since $1 and $2 are alternatively acquired, this 
insures that they will be affected in the same way by any instrumental 
drift. Unwanted transverse magnetization which could possibly contribute 
to the signal is eliminated by a proper phase cycling. Details can be found 
in the original publication [7]. Because the three evolution intervals have 
equal duration, the longitudinal relaxation time associated with each line 
is easily derived by examining the magnetization value Mz as a function 
of time. Denoting by M(0)  the magnetization at time t = 0, one has 
Mz(t) = Mo - [Mo - M(0)] exp(-t/T1). Thus with E1 = exp(-T/T1) ,  
we obtain S1 - Mo(1 - El )  and $2 - Mo(1 - El)  2, which finally lead 
to TI:  

7'1 -- - ' r / l n ( 1  - ~2/,..,q'1 ). (5) 

We now consider the uncertainty in T1 determined by this procedure. The 
first cause of inaccuracy may be an inappropriate choice of 7-, with respect 
to the expected T1 values. It can be shown that the optimal choice of ~- is 
1.3 T1, whereas the relative uncertainty AT1 IT1 does not exceed twice the 
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optimal relative uncertainty provided that 7- lies in the range 0.57'1-37'1; 
this corresponds indeed to a reasonable "Ta dynamic range". The second 
cause of inaccuracy may be a low signal-to-noise ratio. Assuming that the 
optimal 7- value has been selected (i.e., ~- = 1.3 T1), we obtain for the 
relative T1 uncertainty 

AT1 12 
(6) 

T1 { S / N ) I  ' 

where {S/N}I  stands for the signal-to-noise ratio relative of the reference 
spectrum (stored in block 1). Thus a reasonable accuracy requires a SIN 
ratio of ca. 200. 

Data analysis can be fully automated. This proves valuable as long as 
one is dealing with a large series of measurements. In order to get rid of the 
tedious task of phasing spectra, either the magnitude or the power spectra 
are calculated. In the former case, formula (5) is directly applied while in 
the latter case, where genuine linewidth is preserved, the square root of 
the signal heights must be used. The output of the corresponding algorithm 
provides directly the T1 values. 

Regarding the efficiency of the method, it was shown [7] that for a typ- 
ical carbon-13 T1 determination in a surfactant, the measuring time was 
shortened by a factor as large as 40 with respect to the Fast Inversion 
Recovery experiment. In some circumstances, it turns out that SUFIR is 
the only tractable method. As a first example, fig. 1 shows the two SU- 
FIR spectra obtained for the C60 fullerene dissolved in CS2 to the ex- 
tent of ca. 1 mg in 1 ml (10 mm o.d. sample tube) [8]. The experiment 
was run at 50 MHz (13C resonance frequency) leading to a T1 value of 
153 s. Obviously such a long relaxation time, together with a weak sensi- 
tivity, rules out the use of any other method. A second example is provided 
by the study of carbon-13 longitudinal relaxation times in derivatives of 
quinoline [9]. Probing these relaxation times as a function of temperature 
T may reveal changes in the liquid structure and (or) motion through a 
plot of ln(T1) as a function of 1 IT. This is a somewhat tiny effect which 
manifests itself by a break in the considered plot, requiting accurate T1 
determinations and an extensive series of measurements as a function of 
T. This is exemplified in fig. 2. Measuring times as short as possible are 
recommended, especially with regard to possible drifts of the temperature 
regulation system. Again, the SUFIR method proved to possess this unique 
feature of celerity. 

The SUFIR method has been successfully used in this laboratory for about 
ten years, implying that its reliability has been frequently checked. The 
only precaution concerns the timing which must be perfectly stable without 
disturbance caused by the data storage in alternate memory blocks. Finally, 
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Fig. 1. Use of the SUFIR method in extreme conditions: the two spectra correspond to $1 
and 5'2 (see text) of a dilute species (1 mg of the C60 fullerene dissolved in 1 ml of carbon 
disulfide) possessing an unusually long relaxation time. The SUFIR sequence was repeated 

for 232 scans with 7- = 150 s. 
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Fig. 2. Plot, as a function of the inverse of temperature, of the average of ln(T1) for all 
protonated carbons in quinazoline. The break indicates a change in the liquid structure and 

(or) motion. 

it can  be  m e n t i o n e d  that a re lated approach  has  b e e n  recent ly  p u b l i s h e d  

[10] ,  ind ica t ing  the real n e e d  o f  a fast  and accurate  p r o c e d u r e  for m e a s u r i n g  

l o n g i t u d i n a l  re laxat ion  t imes .  
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Details about SUFIR programs running on Bruker spectrometers can be 
obtained from Pierre.Mutzenhardt@ meth-rmn, u-nancy.fr 
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1. Introduction 

The concept of "relaxation time" was introduced into the terminology of 
nuclear magnetic resonance in 1946 by Bloch in his famous equations of 
motion for nuclear magnetization [1]. The phenomenological B loch equa- 
tions assume the magnetization component along the external magnetic 
field (the longitudinal magnetization) to relax exponentially to its equilib- 
rium value. The time constant for the process is called the spin-lattice or 
longitudinal relaxation time, and is denoted T1. The magnetization compo- 
nents perpendicular to the magnetic field (the transverse magnetization) are 
also assumed to relax in an exponential manner to an equilibrium value of 
zero. The time constant for this process is called the spin-spin or trans- 
verse relaxation time and is denoted T2. The inverse of a relaxation time is 
referred to as relaxation rate. 

The discovery of Fourier Transform NMR spectroscopy opened up pos- 
sibilities for NMR studies of low natural abundance, low magnetogyric 
ratio spin 1/2 nuclei, such as carbon-13 or nitrogen-15 (the spins of such 
nuclei will in the remainder of this paper be denoted I, while the proton 
spins will be called S. In fully fluorinated compounds the spins S might 
denote fluorines). Measurement of nuclear spin relaxation times, in partic- 
ular T1 in multi-line 13C spectra, has been an important and active field 
of research from the early days of FT NMR [2, 3]. Similar measurements 
for other low-natural abundance, spin-l/2 nuclei gained impetus later, as 
the sensitivity of commercially available instrumentation kept improving 
[3]. There are several reasons for the interest in measurements of this type, 
apart from the simplicity and elegance of the experiment as such. First of 
all, at least approximate knowledge of the relaxation times is necessary for 
optimal design of even the simplest time-domain NMR experiments. Sec- 
ond, the relaxation measurements carry chemically interesting information 
on the dynamics of molecular motions in the liquid state. The specific is- 
sues within this field that can be studied by NMR relaxation measurements 
include the anisotropy of reorientational motions, the extent and dynamics 
of internal motions, the effects of intermolecular interactions etc. [3]. 

This chapter is not meant to provide a comprehensive literature review 
on the methodology of relaxation measurement. Thus, the list of references 
is by no means complete but rather reflects the personal taste of the authors. 
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The layout of this chapter is as follows. The aspects of relaxation theory 
of interest for this article are summarized very briefly in Section 2. Section 
3 deals with general aspects of relaxation measurements, including polar- 
ization transfer techniques for improving the sensitivity. Sections 4, 5 and 
6 cover measurements of 7'1, T2 and the nuclear Overhauser enhancement, 
respectively. 

2. Relaxation theory 

The theory of nuclear spin relaxation (see monographs by Slichter [4], 
Abragam [5] and McConnell [6] for comprehensive presentations) is usu- 
ally formulated in terms of the evolution of the density operator, or, for 
the spin system under consideration from some kind of a non-equilibrium 
state, created normally by one or more radio-frequency pulses, to thermal 
equilibrium, described by a T. Using the Bloch-Wangsness-Redfield (BWR) 
theory, usually appropriate for the liquid state, we can write [7, 8]: 

d o  
= - R ( a  - aT). (2.1) 

dt 

R is called the relaxation superoperator. Expanding the density operator in a 
suitable basis (e.g., product operators [7]), the cr above acquires the meaning 
of a vector in a multidimensional space, and eq. (2.1) is thereby converted 
into a system of linear differential equations. R in this formulation is a 
matrix, sometimes called the relaxation supermatrix. The elements of R 

are given as linear combinations of the spectral density functions Jr (co), 
taken at frequencies COk corresponding to the energy level differences in the 
spin system. 

R ~  - ~ Z ~ u' (cok). (2.2) 
#,#~ i 

The indices nA in the lhs above denote a pair of basis operators, coupled 
by the element R,~A. The indices # and #' denote individual interactions 
(dipole-dipole, anisotropic shielding etc); the double sum over # and #' 
indicates the possible occurrence of interference terms between different in- 
teractions [9]. The spectral density functions are in tum related to the time- 
correlation functions (TCFs), the fundamental quantities in non-equilibrium 
statistical mechanics. The time-correlation functions depend on the strength 
of the interactions involved and on their modulation by stochastic pro- 
cesses. The TCFs provide the fundamental link between the spin relaxation 
and molecular dynamics in condensed matter. In many common cases, the 
TCFs and the spectral density functions can, to a good approximation, be 
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expressed as products of an interaction strength factor and a factor depen- 
dent on the modulation dynamics. 

The elements of the relaxation matrix connecting the elements of cr cor- 
responding to different coherence orders vanish [7]. Thus, R can in general 
be written in a block-diagonal form, with the populations separated from 
coherences. Using the product operator language, the basis vectors contain- 
ing one or more 1~ or Sz operators are not coupled to any basis vectors that 
do not contain such terms. The relaxation processes within the populations 
block, corresponding to the longitudinal relaxation, are described by a block 
which in a general case contains diagonal as well as off-diagonal elements. 
The diagonal elements can be called the auto-relaxation rates (or the leak- 
age rates) and the off-diagonal elements are called cross-relaxation rates. 
The solutions of eq. (2.1), with R containing the diagonal and off-diagonal 
elements, can be written as linear combinations of  exponentials. The lon- 
gitudinal relaxation processes are therefore in general multi- rather than 
single-exponential. In other words, the concept of T1 - the time-constant 
for a simple exponential process - can only be used under certain condi- 
tions. 

The relaxation processes within the coherences block (the generalized 
transverse relaxation) are in a way simpler, in particular if there are no 
degeneracies and if the lines in the spectrum do not overlap (the absence 
of degeneracy and overlap is a simple way of formulating the validity 
condition of the secular approximation in the BWR theory). In this case, 
and using the basis of single transition operators, the transverse R block 
is diagonal, i.e., each coherence relaxes as a single exponential (with its 
own time constant T2) and each line has a simple Lorentzian shape. In 
the language of the product operators, which is often more convenient, the 
off-diagonal elements of the relaxation supermatrix connecting the in-phase 
and anti-phase multiplet components (such as, for example, I~ and 2I~S~) 
can be different from zero. This corresponds, in experimental terms, to a 
different linewidth within a multiplet, a phenomenon called differential line 
broadening. This is a signature of interference or cross-correlation effects. 
The transverse relaxation measurements are in general more difficult to 
perform than longitudinal relaxation studies. We shall return to this point 
in Section 5 of this chapter. 

In the case of low natural abundance spin 1/2 nuclei, certain simplifica- 
tions are possible for the longitudinal relaxation. The low natural abundance 
means that we do not need to be bothered by the interaction between I nu- 
clei, which only very rarely reside close to each other in the same molecule. 
The interaction with the S spins (protons) is obviously present, and is one 
of the main causes of the I-spin relaxation. However, if the protons are 
saturated by the double resonance irradiation, then the longitudinal relax- 
ation for I-nuclei carrying not more than a single proton is predicted by 
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the theory to be single exponential. The T1 concept is therefore rigorously 
valid, and the corresponding relaxation rate is given by: 

R1 - T1-1 - R1DD -4- R1CSA -+" R1SR + R1SC -4- RIp, (2.3) 

where the additive terms on the fight-hand-side of eq. (2.3) represent the 
dipole-dipole (DD), the chemical shift anisotropy (CSA), the spin-rotation 
(SR), the scalar (SC) and the paramagnetic (P) mechanisms of relaxation, 
respectively. In general, the different contributions to the relaxation rate are 
magnetic-field dependent, through the frequency dependence of the spectral 
densities in eq. (2.2). In most (but not all!) cases, it is possible to define a 
fast motion (or extreme narrowing) region in which all the relevant spectral 
densities are very close to the zero-frequency limit. 

The dipolar interaction with the directly bonded proton is usually the 
dominant relaxation mechanism for proton-carrying carbon or nitrogen nu- 
clei. The dipolar IS interaction, in combination with the saturation of the 
S-spins, gives rise to the nuclear Overhauser effect. The discussion of this 
effect is deferred to section 6 of this chapter. The role of the CSA terms 
differs very much from one system to another; in general, RlCSA is pro- 
portional to the square of the magnetic field. The spin rotation and the 
scalar term are usually negligible for 13C and 15N (except for very small 
molecules, where the SR mechanism can be of a certain importance, or for 
carbons directly bonded to bromine, where the SC mechanism may be op- 
erative). The expressions for various rate terms can be found in textbooks 
[5, 6] and reviews [3, 8]. The Rap term represents the interaction with para- 
magnetic materials, either added on purpose or in the form of impurities 
and dissolved oxygen. When undesired, the paramagnetic contribution to 
the relaxation rate can be suppressed by appropriate sample handling. It is 
important to note that the interference terms, corresponding to # ~ #' in 
eq. (2.2), do not appear in eq. (2.3). 

For 13C nuclei in groups such as methylene or methyl (or for other IS~ 
(n > 1) systems containing magnetically equivalent protons), complications 
can arise even under proton decoupling because of the interference effects 
between two dipolar IS interactions. A discussion of these problems is 
beyond the scope of this chapter. A comprehensive presentation has been 
given in a review by Werbelow and Grant [10]. 

3. Re laxat ion  m e a s u r e m e n t s  - genera l  cons iderat ions  

An experiment intended to measure a relaxation rate consists in general 
of three elements: the preparation period, the relaxation period and the 
detection period. The scheme differs a little from the famous four-period 
division of two-dimensional experiments [7]. In the case of two-dimensional 
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relaxation experiments, the evolution and mixing periods of the 2D language 
can be, depending on the specific experiment design, parts of any of the 
three periods in the present terminology. 

The preparation period consists of the creation of a non-equilibrium state 
and, possibly, of the frequency labeling in 2D experiments. Usually, the 
preparation period should be designed in such a way that in the created 
non-equilibrium state, the population differences or coherences under con- 
sideration deviate as much as possible from the equilibrium values. Dur- 
ing the relaxation period, the coherences or populations evolve towards an 
equilibrium (or a steady-state) condition. The behavior of the spin system 
during this period can be manipulated in order to isolate one specific type of 
process. The detection period can contain also the mixing period of the 2D 
experiments. The purpose of the detection period is to create a signal which 
truthfully reflects the state of the spin system at the end of the relaxation 
period. As always in NMR, sensitivity is a matter of prime concern. 

In the T~ relaxation experiment on a heteronucleus, I, such as carbon-13 
or nitrogen-15, the measurement is usually performed under broadband de- 
coupling of protons throughout the experiment. The continuous broadband 
proton decoupling has important advantages from the point of view of all 
the above-mentioned requirements. It enhances the steady-state 1-spin signal 
by a factor of 1 + r/, the nuclear Overhauser enhancement (NOE) [ 11 ]. The 
details behind dipolar relaxation and measurement of heteronuclear NOE's 
will be presented in section 6. Here, we note that the NOE enhancement 
improves the performance of the preparation as well as the detection peri- 
ods. Moreover, as mentioned in the theory section, broadband decoupling 
simplifies the behavior of the spin system during the relaxation period, as 
it isolates the relaxation of the I-spin Zeeman magnetization. 

For small molecules, inside the extreme narrowing limit region, the re- 
laxation of I -13C, 15N nuclei is usually dominated by dipole-dipole inter- 
action with directly attached protons, and the heteronuclear NOE is substan- 
tial. There are, however, cases when other ways of improving the sensitivity 
are needed. For nuclei with negative magnetogyric ratio, such as 29Si or 
15N, the conventional NOE-enhanced method may not be the best choice 
since ~7 is always negative and a situation when I1 + ~1 < 1 can occur for 
unfavorable combinations of relaxation mechanisms and/or dynamic condi- 
tions. For measurements on 13C, one may have problems with sensitivity 
when dealing with larger molecules, outside the extreme narrowing limit, 
where NOE's are very small. 

There are several ways to address the problem of sensitivity enhancement, 
and numerous experiments to increase sensitivity have been invented. The 
most common approach has been to use a polarization transfer sequence to 
transfer magnetization from the protons directly bonded to a heteronucleus 
to that nucleus, in order to achieve a strongly polarized state at the be- 
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ginning of the relaxation period. This has usually been done practically by 
including in the experiment an INEPT [12] (Insensitive Nuclei Enhanced 
by Polarization Transfer) or a DEPT [13] (Distortionless Enhancement by 
Polarization Transfer) sequence before the delay, ~-, during which relaxation 
is allowed to take place. With the use of a refocused INEPT experiment 
one can obtain a maximum increase in the heteronucleus signal by a factor 
of ~'H/'~I. For carbon-13, this implies a signal increase by a factor of 4. 
If the NOE is small, it is evident that there is some signal to gain from 
doing this type of experiment. Kowalewski and Morris [14] used an INEPT- 
enhanced T1 relaxation experiment on I =13C, 15N, 29Si nuclei and found a 
reduction in the experimental time needed when using the INEPT enhanced 
sequence as compared to using the NOE enhanced methods. Another reason 
for preferring a polarization transfer experiment is the fact that the waiting 
period needed between scans is dependent on the proton relaxation, and 
not the relaxation of the I nucleus. For 29Si or 15N, spin-lattice relaxation 
time measurements may not be possible to perform at all with the conven- 
tional methods due to very long T1 relaxation of the 29Si and 15N. With 
the INEPT enhanced method it was however shown to be possible to rather 
easily measure T1 for the insensitive nuclei. 

To further increase the sensitivity of a relaxation experiment, one can 
choose to optimize the detection period performance by detecting the more 
sensitive nucleus, i.e., the proton. This is usually referred to as indirect, or 
inverse detection. Such spin-lattice relaxation experiments have been pro- 
posed by Kay et al. [ 15] and by Sklenar et al. [16]. Both groups examined 
the sequences involving the preparation using the NOE enhancement as 
well as the 1H to ~3C polarization transfer step. After the relaxation period, 
T, the heteronuclear magnetization was transferred back to the protons for 
detection. There is, however, a drawback in doing this experiment as the 
proton spectra are often more crowded than the I spin spectra. This draw- 
back is often less serious for smaller molecules, where the signals may be 
separated well enough in the proton spectrum to yield relaxation parameters 
corresponding to individual heteronuclei. In such case, it may be favorable 
to do the one-dimensional inverse-detection experiment. 

For relaxation studies of biomolecules in solution (which is no specialty 
of the authors of this chapter), it is often essential to use inverse-detection 
schemes to obtain reasonable sensitivity. Furthermore, besides problems 
with poor sensitivity, the carbon-13 and nitrogen-15 spectra are often too 
crowded to allow measurement of individual relaxation rates for different I 
nuclei, either by direct detection or by indirectly detecting the protons. If this 
is the situation, one can spread out the I nuclei signals for better resolution 
of individual resonances by detecting a two-dimensional 1H-I correlation 
spectrum. Relaxation experiments of this type can be considered a modifi- 
cation of the double polarization-transfer IS correlation experiment [7, 17]; 
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they were proposed in late eighties by Nirmala and Wagner [18, 19] and by 
Kay et al. [20]. After some modifications [21], they have become a stan- 
dard tool for the determination of relaxation rates of larger biomolecules. 
The basic idea is to use the initial INEPT (or DEPT) polarization transfer 
from 1H to I, then label the coherences by their carbon or nitrogen fre- 
quencies, allow relaxation to take place during the ~- period, an then apply 
a reversed INEPT (or DEPT) sequence to bring back the magnetization to 
the protons. The idea of proton detection is again that one should observe 
the more sensitive nucleus to gain overall sensitivity. Thus, there are in fact 
several reasons for doing a two-dimensional relaxation experiment: to gain 
sensitivity with the polarization transfer and to increase the resolution in the 
carbon or nitrogen spectrum by spreading out the peaks in two dimensions. 
The recent advancement in the biomolecule-oriented methodology involves 
the use of pulsed-field gradient techniques [22, 23]. 

There are drawbacks in the use of a polarization enhancement experiment. 
First, it requires accurate determination of several parameters such as pulse 
lengths and delays depending on the J-coupling constant. Obviously, such 
an experiment can produce artifacts, and the gain in sensitivity may not 
be as high as the theoretical predictions. Kay et al. [15] and Sklenar et 
al. [16] suggested using the DEPT sequence for the polarization transfer 
instead of the INEPT, since DEPT contains fewer pulses and delays and 
consequently would produce fewer artifacts. The DEPT sequence has also 
been proposed in the original two-dimensional experiments of Nirmala and 
Wagner [18, 19]. Second, the problem with proton detection in a two- 
dimensional experiment is related to removing signals from the protons 
attached to a carbon-12, which requires long phase-cycling schemes. 

In both the one-dimensional carbon-or proton-detected INEPT polariza- 
tion transfer experiment and the two-dimensional proton-detected experi- 
ment, one needs to optimize the polarization transfer delay with an esti- 
mate of the coupling constant. In addition, the refocusing delay, A ~, must 
be set separately for an IS and IS2 spin system. For an IS spin system, 
the optimum delay is B ~ = (1 /4 ) J  IS, whereas for an IS2 system the delay 
should be set to B' = (1/8)Jis to get maximum polarization transfer. If 
one is interested in, for instance, the determination of relaxation parameters 
for carbons carrying two protons as well as for CH carbons, this requires 
separate experiments. 

4. Spin-lattice relaxation time measurements 

A simple way to prepare a non-equilibrium state of the longitudinal mag- 
netization is to invert the equilibrium magnetization (or its NOE-enhanced 
counterpart) by a 7r pulse. This preparation is used in the "classical" 
inversion-recovery (IR) method as described by Vold et al. [24] in the early 
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Fig. 1. Pulse sequences for determining spin-lattice relaxation time constants. Thin bars 
represent 7r/2 pulses and thick bars represent 7r pulses. (a) The inversion-recovery sequence, 
(b) the INEPT-enhanced inversion recovery, (c) a two-dimensional proton-detected INEPT- 
enhanced sequence and (d) the CREPE sequence. T is the waiting period between individual 
scans. In (b) and (c), ,4 is set to (1/4)JIH and A' is set to (1/4)JIH to maximize the intensity 
of IH heteronuclei and to (1/8) Jin to maximize the intensity of IH2 spins. The phase cycling 
in (c)is as follows: 01 = 8(y), 8( -y) ;  02 = 4(x), 4 ( -x ) ;  t~3 = - y ,  y; r  - "  2(x), 2 ( -x) ;  
Acq -- x, 2 ( -x ) ,  x, - x ,  2(x), - x ,  - x ,  2(x), - x ,  x, 2 ( -x) ,  x. The one-dimensional version 
of the proton-detected experiment can be obtained by omitting the tl delay. In sequence (d), 

the phase r is chosen as increments of 27r/16 in a series of 16 experiments. 

days of  carbon-13 N M R  (cf. fig. l(a)) .  In the t e rmino logy  of  the preceding 
section, the prepara t ion  per iod  consists  of  the wai t ing per iod  T and the 

7r-pulse; r is the re laxat ion period,  and the final pulse,  together  wi th  the 
signal acquis i t ion const i tutes the detect ion period. The whole  sequence  may  
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be repeated several times for a given relaxation period, in order to obtain an 
adequate signal/noise ratio. The T1 determination requires a repetition of the 
whole experiment for a series of different T-values. The waiting period at the 
beginning of the preparation period has to be larger than 5T1, which can be 
time-consuming if T1 of the I-spin is long. Canet and coworkers [25] have 
proposed a modification of the IR technique, called fast inversion-recovery, 
FIR, where the waiting period is shorter (of the order of 1-2 T1) and the 
whole experiment is performed under steady-state conditions. Combination 
of the FIR technique with continuous broadband proton decoupling gives an 
efficient and robust experiment. Two simple and effective improvements of 
the basic scheme should be mentioned here: the use of a composite 7r-pulse 
to improve the inversion performance with the radiofrequency off-resonance 
[26], and phase-cycling to reduce artifacts [27]. 

In this section, a comparison between the various available methods 
will be presented from the viewpoint of optimizing the resulting precision 
and accuracy in the T1 values in the shortest length of experimental time. 
Clearly, preferences vary with the system under investigation. For small or 
medium-sized molecules, it is often sufficient to use the conventional IR 
or FIR methods to detect, for instance, carbon-13 relaxation. In a compar- 
ative study by Becker et al. [28] it was shown that the FIR technique is 
the most time-saving when comparing methods that use the NOE as signal 
enhancement. It may, however, be of interest to clarify whether there is any 
gain in sensitivity or in experimental time when performing polarization- 
enhanced experiments, as compared to the NOE-enhanced experiments. In 
a recent study from our laboratory, FIR and INEPT-enhanced carbon-13 T1 
relaxation experiment (the pulse sequence is shown in fig. 1 (b)) were com- 
pared using the trisaccharide melezitose [29] and spectra obtained by the 
two methods are shown in fig. 2. As the NOE for the carbon was found to 
be in the range of 1.60-1.71 at the magnetic field-strength and temperature 
of the comparison, it is clear that, for this molecule, there should in prin- 
ciple be some signal intensity to be gained by using the INEPT-enhanced 
method. This was also found to be the case, which is evident from exam- 
ining the spectra in fig. 2. The question still remains whether the quality of 
the relaxation data obtained differs between the two methods. In the above- 
mentioned study, it was found that the sets of relaxation times obtained 
with the two methods were nearly identical, within the error limits, and fur- 
thermore it was shown that the errors (standard deviations of the non-linear 
least-squares fit) of the T1 values were similar in magnitude for the two 
data sets. One may conclude that for molecules of this size there is no real 
reason for performing the polarization-transfer enhanced experiments. 

As for inverse-detected one-dimensional relaxation measurements, there 
are problems related to the removal of proton signals originating from 1H 
not bound to 13C nuclei and to the fact that the 1H spectrum is in general 
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Fig. 3. Proton-detected carbon-13 spin-lattice relaxation for the pentasaccharide p-trifluorao- 
acetamidophenyl-2,6-di-O-[/3-D-galactopyranosyl-(1 ~ 4)-O-2-acetamido-2-deoxy-/3-D-glu- 
copyranosyl]~-D-mannopyranoside. The measurements were performed with the two- 
dimensional method proposed by Skelton et al. [21], modified to obtain a one-dimensional 
pulse sequence. The figure shows the measurements for C1 in the 2-acetamido-2-deoxy- 

glucopyranose residue attached at position 2 on the mannopyranose residue. 

more difficult to analyze in terms of well-separated signals. In consequence, 
the inverse detection schemes are usually not to be preferred for T1 relax- 
ation measurements on small molecules. There are exceptions from this 
rule, though. In one of our studies, on a pentasaccharide [30], the carbon- 
13 spectra of two sugar units were completely overlapping, while the proton 

spectra could be resolved. The results of one-dimensional, proton-detected 
T1 measurement on this molecule are displayed in fig. 3. The pulse se- 
quence employed is shown in fig. l(c). Since the experiment was run in 

one dimension, /:1 w a s  not incremented. 
For larger molecules the situation is different because of the more com- 

plicated spectra and because  of the smaller NOE enhancements. Two- 
dimensional inverse-detection experiments are usually the only practical 
solution to performing relaxation measurements in larger systems, such 
as biomolecules. In principle, it should be possible to obtain the same 
signal-to-noise ratio by two-dimensional and one-dimensional methods in 

+..._ 

Fig. 2. Carbon-13 spin-lattice relaxation for melezitose, O-c~-D-glucopyranosyl-(1 ~ 3)- 
/3-D-fructofuranosyl-(2 ~ 1)-~-D-glucopyranoside. Figure (a) shows spectra as a function 
of T obtained by the FIR method and (b) shows spectra obtained by the INEPT-enhanced 
experiment. Both series were acquired with 1024 transients, and in the same length of 

experimental time. 
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the same amount of time. In practice, however, the 2D methods are very 
time-consuming, because one two-dimensional data set has to be collected 
for every r value, which is equivalent in principle to performing a three- 
dimensional experiment, with the relaxation period being the third dimen- 
sion. 

Most relaxation measurements are conducted in such a way as to record 
the resulting magnetization after a variable delay, r ,  during which the ini- 
tially created state is allowed to relax. In the spin-lattice relaxation experi- 
ment, the T1 relaxation time can be evaluated by non-linear three-parameter 
fitting of the following expression [31] to the intensities: 

7" S~- - S~ [1- Aexp(--~l ) ] , (4.1) 

where S~- is the measured signal intensity at the time T, and So~ is the 
equilibrium magnetization at very high r-values. The need for a three- 
parameter fitting procedure is evident if the FIR method is used, as the 
equilibrium magnetization will never be attained between individual scans, 
but rather a steady state. In the FIR experiment, the factor A = 2(1 - 
exp(-T/T1)), where T is the waiting period between transients. In some 
of the two-dimensional inverse-detection methods, the high-T limit of the 
measured intensity is zero, and a two-parameter fit is adequate. 

There are, however, other procedures one can think of for obtaining a 
relationship between the measured intensities and the T1 relaxation time 
constant. Recently, a novel procedure was proposed which involves the 
creation of different states of initial magnetization and the detection of the 
resulting magnetization after a constant relaxation period, r [32]. The ex- 
periment was named CREPE (Constant Relaxation Period). Different initial 
states are created by altering the phase of the second pulse, r in the pulse 
sequence displayed in fig. 1 (d). This enables the creation of a spread in the 
amount of created z-magnetization. The relationship between the amount 
of initial z-magnetization and the resulting longitudinal magnetization after 
a relaxation period is linear, with a slope depending on the longitudinal 
relaxation rate. T1 can thus be calculated from the slope of the straight line 
obtained by plotting pairs of initial and final magnetizations according to: 

T 7" 
S~--  Si e x p ( - ~ - l ) +  So~ [ 1 -  ( -  ~-1)1" (4.2) 

It was argued that by the use of this method it is possible to increase the 
precision in the T1 value by a factor of two, as compared to what can be 
obtained by the FIR method with the same measurement time. With the 
constant-relaxation-period method, the number of systematic errors should 
decrease, since both the initial and final states are recorded for every phase, 
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TABLE 1 
Results from T1 measurements with the CREPE method and the FIR method for selected 

carbons in melezitose at 7.05 T and 303 K. 

T1 (ms) 

Carbon CREPE a CREPE b FIR c 

C - l g  3 154 + 14 168 -+- 3 163 -+- 2 

C - l g  2 164 • 16 170 -+- 5 152 + 5 

C-3f 150 -+- 15 163 -+- 3 157 • 7 

C-5f 170 4- 8 163 4- 4 153 • 4 

a CREPE experiment with -r = 50 ms and 10 pairs of initial and final magnetizations. 

b CREPE experiment with 7- = 200 ms and 16 pairs of initial and final magnetizations. 

c FIR experiment with 16 -1- increments. 

~1, in the experiment. A comparison between T1 values obtained with the 
two methods for selected carbons in the carbohydrate melezitose, using a 
Varian Unity U300 spectrometer operating at 7.05 T, is presented in table 1. 
The CREPE experiment was performed with two different values of 7-, one 
shorter than T1 and one longer than T1. Virtually no difference in T1 errors 
was found between the experiments performed with the two T-values. The 
CREPE experiment was also performed with different numbers of recorded 
magnetization pairs. Comparing the results, it was seen that the precision 
with which the T1 value could be measured, related to standard deviations of 
the fit to eq. (4.2), suffered dramatically when the number of magnetization 
pairs was decreased from 16 to 10. The CREPE experiment with 16 intensity 
pairs showed somewhat lower errors than the FIR sequence recorded with 
the same experimental time. It should also be noted that the relaxation times 
in table l, obtained by the FIR and CREPE methods, in some cases differ 
from each other by more than the sum of the standard deviations of the two 
values. 

Summing up, it may be concluded that for small molecules, with a rel- 
atively large heteronuclear NOE, the most efficient way of measuring T1 
is by means of the Fast Inversion Recovery method. When the NOE is 
weak, signal gain may be achieved by performing polarization transfer ex- 
periments. For macromolecules, the use of proton-detected two-dimensional 
methods is necessary, both from the viewpoint of gaining signal-to-noise 
ratio, but also to increase the resolution by spreading out the signals in two 
dimensions. The novel experiment utilizing a constant relaxation period 
works well, and accurate T1 values can be obtained. It should, however, 
be pointed out that the method seems to be sensitive to the experimental 
setup, e.g., choosing the phases for the creation of the initial magnetization 
states. 
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5. Spin-spin relaxation rate measurements 

The spin-spin relaxation rate,/{2 -- T 21 with T2 defined by the B loch equa- 
tions [1], is simply related to the width A/Jl/2 of the Lorentzian line at the 
half-height: AUl/2 -- 1/TrT2. Thus, it is in principle possible to determine T2 
by measuring the linewidth. This approach has been demonstrated to work 
for carbon-13, provided the magnetic field homogeneity is very carefully 
shimmed [33]. The more usual practice, however, is to suppress the inho- 
mogeneous broadening caused by the spread of the magnetic field values 
and thus resonance frequencies over the sample volume, by the spin-echo 
technique. Such experiments are in general more difficult to perform than 
the spin-lattice relaxation time measurements, as described in the previous 
section. The most common echo sequence, the (Tr/Z)-T-(Tr)-7--echo, was 
originally proposed by Carr and Purcell [34] and modified (by introducing 
phase shifts) by Meiboom and Gill [35]. After the initials of the four au- 
thors, the modified sequence is widely known as the CPMG method. The 
details of the behavior of the spin isochromats under the spin-echo sequence 
can be found in modem NMR monographs [36] and will not be repeated 
here. We wish, on the other hand, to mention two interesting modifications 
of the basic sequence, the first one being the use of composite 7r-pulses, 
proposed by Levitt and Freeman [37]. Another modification is connected 
with the state of the spin system at the beginning of the echo-sequence, 
which is normally the equilibrium state. A modification replacing the equi- 
librium by a steady-state condition, similar to the fast inversion-recovery 
scheme [25], has been suggested by Forster [38] but does not seem to have 
gained any popularity. 

The variation of the delay 7- in the spin-echo sequence results in a series 
of echo signals with amplitude decaying as exp(-T/T2). The sequence in 
its simplest form is susceptible to artifacts, due to chemical exchange [39] 
and diffusion [39-41 ], and it is common practice to measure T2 by repeating 
the (~--(Tr)-T) part of the sequence a variable number of times while using 
a constant value of 7-. The relaxation rate is obtained by estimating the time 
constant of the exponential decay e x p ( - t / T 2 ) ,  where t is the total time 
between the initial (7r/2) pulse and the peak of the echo signal, This is 
in principle very simple, but one question arises immediately: should the 
duration of the repetitive 7r-pulses be included when calculating t? Our way 
of answering this question is that it is essential, for performing a successful 
CPMG experiment, to have sufficient transmitter power to produce 7r-pulses 
of so short duration that it can safely be neglected in comparison with the 
delay ~-. 

Performing the CPMG experiment on a spin system with homonuclear 
coupling introduces the complication of echo modulation by the scalar cou- 
plings [4, 5, 7, 36]. This makes transverse proton relaxation measurements 
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in most organic compounds rather impractical. We turn therefore to the 
case of a carbon-13, or another low natural abundance spin-l/2 nucleus, in 
a sample containing S-spins (normally protons) in high abundance. If only 
pulses at the resonance frequency of the I spins are used, the heteronu- 
clear IS coupling behaves similarly to a chemical shift between the I spins 
carrying the c~ and the/3 S-spins, and as such becomes refocused by the 
7r-pulses [4, 5, 7, 36]. The heteronuclear couplings, however, cause other 
problems. First, we have the splitting of the I resonance into multiplets, 
which reduces the sensitivity and complicates the analysis. This problem 
is simple to solve: we only need to use the broadband S-spin decoupling 
during the acquisition of the I-spin echo signal. The second problem is 
more subtle and relates to the behavior of the coherences during the train 
of the 7r-pulses. As mentioned in the theory section, the relaxation of the 
in-phase I spin coherence, I+, is coupled to the relaxation of the antiphase 
coherence, 2I~S~. The transverse relaxation in such a two-spin system is 
thus characterized by two eigenvalues of the 2 • 2 relaxation matrix. If the 
interference between the DD and the CSA interactions is not completely 
negligible (and in many cases of practical importance [42-44] it is not), then 
the two eigenvalues are different and the relaxation is biexponential. The 
trick used for suppressing the biexponentiality of the longitudinal relaxation 
- broadband S-spin decoupling during the whole relaxation per iod-  is not 
practicable, because the broadband decoupling schemes destroy the trans- 
verse magnetization and prevent refocusing [45]. There are other means of 
suppressing the DD-CSA interference, but they put higher demands on the 
instrumentation. 

One way to handle this problem, within the framework of the CPMG 
scheme, is to add proton pulses at judiciously chosen points in the train 
of the carbon 7r-pulses [42, 43]. An example of such a sequence is given 
in fig. 4(a). An important issue when setting up experiments of this type 
is the duration 6 between the pulses. On the one hand, it should be small 
compared to (1/2)Jis [43]. On the other hand, it should be much longer 
than the relevant pulse widths. It is difficult to simultaneously fulfill both 
these requirements rigorously with typical high-resolution equipment, and 
some compromise has to be settled on. 

An alternative method to get rid of the biexponentiality of the trans- 
verse I spin relaxation is to use the basic experimental scheme known 
as the measurement of "T1 in the rotating frame" or Tip, instead of the 
CPMG approach. This was proposed, for the purpose of carbon-13 studies, 
by Ohuchi et al. [46] already in the late seventies. The general relation 
between T2, Tip and other related quantifies was discussed in that work 
and in the important paper by Vega [47]. The basic idea of the Tip mea- 
surements is illustrated in fig. 4(b). After the initial (7r/2) I-spin pulse, the 
phase of the radiofrequency field is switched by 90 ~ The transverse mag- 
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Fig. 4. Pulse sequences for determining spin-spin relaxation time constants. Thin bars rep- 
resent 7r/2 pulses and thick bars represent 7r pulses. (a) the CPMG sequence, (b) the spin- 
lock sequence used for determining Tip and (c) a two-dimensional proton-detected INEPT- 
enhanced CPMG. T is the waiting period between individual scans. The pulse train during 
the "1- period is used for suppression of cross-correlation effects, and the delay 5 is set to 
< (1/2)J. The delay .4 in (c) is set to (1/4)J]H and A' is set to (1/4)JIH to maximize 
the intensity of IH heteronuclei and to (1/8)Jin to maximize the intensity of IH2 spins. The 
phase cycling in (c) is as follows: r = y , - y ;  r = 2(x),E(-x); r : 4(x),4(-x);  
r = 8(x), 8(-x);  Acq = x, 2(-x),  x , - x ,  2(x) , -x ,  -x ,  2(x), -x ,  x, 2(-x),  x. The one- 
dimensional version the proton-detected experiment can be obtained by omitting the t l delay. 

netization created by the initial pulse is directed along the 90 ~ phase-shifted 
radiofrequency field B1 and is "locked" along it. One can say (sacrificing 
some stringency) that the quantization axis of the I-spins is turned to be 
along the B1 field, and the relaxation can be pictured as being similar to 
the longitudinal relaxation along an axis defined in the rotating frame of 
reference; this explains the origin of the name. The application of the I- 
spin irradiation has the effect of decoupling the I and S spins. Thus, we 
only need to bother about the in-phase coherence I+,  and the problems 
of the biexponential relaxation are suppressed. In practice, the Tip exper- 
iments are rather demanding. The B1 field is applied continuously over 
an extended period of time, which may be impossible to do with the full 
transmitter power. Thus, a capability of fast switching of the transmitter 
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power level (as well as the phase) should be available. In the case of a 
multi-line I spectrum, there is another complication. The amplitude of the 
Ba field should not be reduced too much during the spin-lock period, in 
order to maintain the spin lock condition for all the I nuclei character- 
ized by different resonance frequencies. This requirement is formulated as 
7B1 >> ~Su, where ~Su is the resonance offset in angular frequency units, 
and it is actually quite stringent. In practice, one finds it sometimes nec- 
essary to repeat the experiment with several different carrier frequencies 
in order to attain the proper spin-lock conditions for all the I-spin reso- 
nances [48]. In summary, our experience with the modified CPMG and Tip 
experiments for carbon-13 is that their performances are rather compara- 
ble [48]. 

If the condition 7B1 >> ~Su is not fulfilled, then the experiment is called 
the "off-resonance spin-lock" or "Tip experiment in a tilted rotating frame". 
The experiments of this type, employing off-resonance conditions to a vari- 
able extent, have actually been proposed as a tool for varying the frequencies 
at which the spectral densities are being sampled [49]. The advantage of this 
approach is that it provides a means of estimating the rotational correlation 
time for macromolecules in solution. 

The basic schemes for studying the transverse relaxation of carbon-13 
or nitrogen-15, discussed above, can be combined with polarization trans- 
fer techniques in very much the same way as their longitudinal relaxation 
counterparts, discussed in the previous section. The advantages of the in- 
creased sensitivity and resolution, offset in a system-dependent way by 
the increased experimental complexity and the need for performing a full 
two-dimensional experiment, are fully analogous to the case of Tx measure- 
ments. An example of a 2D sequence of the CPMG-type, using the double 
INEPT-type transfer and inverse detection is shown in fig. 4(c) [42, 43]. 
Similar varieties based on the principles of the Tip experiments have also 
been proposed [44, 50]. 

6. C r o s s - r e l a x a t i o n  rates  - h e t e r o n u c l e a r  N O E  m e a s u r e m e n t s  

For a spin-1/2 nucleus, such as carbon-13, the relaxation is often dominated 
by the dipole-dipole interaction with directly bonded proton(s). As men- 
tioned in the theory section, the longitudinal relaxation in such a system 
deviates in general from the simple description based on Bloch equations. 
The complication - the transfer of magnetization from one spin to another 
- is usually referred to as cross-relaxation. The cross-relaxation process 
is conveniently described within the framework of the extended Solomon 
equations. If cross-correlation effects can be neglected or suitably elimi- 
nated, the longitudinal dipole-dipole relaxation of two coupled spins, such 
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as a 13C-1H pair, can be described by a set of two coupled differential 
equations [51 ]: 

d 
dt ( M c ~ ) - - p c ( M c ~  - M ~  CrcH(MH~ - M~ 

d 

d t  - - - 

(6.1) 

The terms PC and PH correspond to 1/Tic and 1/T1H, respectively, and 
Crcn is the cross-relaxation rate. It should be stressed that the simplicity of 
the above equation is a consequence of the rareness of the I spins and of 
the dominant strength of the dipolar interaction between directly bonded 
nuclei. The situation for homonuclear proton spin systems is often more 
complicated, since the protons usually constitute a much larger spin system, 
and a separation into distinct two-spin systems may be not valid in this case. 
The broadband irradiation of the protons yields, in a steady state, M n z  -- 0 

and M i z  - Mi~ + r/). The factor 1 + r/ is called, as introduced above, 
the nuclear Overhauser enhancement factor. The NOE factor is related in a 
simple way to the equilibrium magnetizations of the I- and S-spins (which 
are proportional to the magnetogyric ratios "7I and "Ts), the cross-relaxation 
rate and the relaxation rate of the I-spin: 

"/S OIS 
r / -  ~ ~ .  (6.2) 

Thus, if Pr is known, then the measurement of ~7 provides the tYCH value. 
Under extreme narrowing conditions, the heteronuclear NOE reaches a max- 
imum value (minimum for "yI < 0) and can be used to determine the dipole- 
dipole contribution to the total relaxation rate: 

7s  R1DO 
1 + r / =  1 -~ - - .  (6.3) 

2"?i R1 

The "classical" method for determining the heteronuclear NOE factor 
for a I-1H spin system, the gated decoupling technique, was proposed by 
Freeman et al. [52]. The NOE factor is evaluated by taking the ratio of 
the signal intensity, S~ ,  of the heteronucleus after a long (>5T1) period of 
broadband decoupling of protons to the signal intensity, So, obtained with 
the decoupling switched on immediately prior to the observe pulse. Clearly, 
this can lead to systematic errors in the measurement of either the signal 
intensity obtained with a short irradiation delay or in the experiment with 
a long irradiation delay. Furthermore, in the measurement of heteronuclear 
NOE's, it is important to choose the waiting period (which we in this con- 
text can call equilibration delay) in an appropriate way. The acquisition is 
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usually done with proton decoupling, and it is important to attain complete 
relaxation of the heteronuclear magnetization between individual scans. In 
order to improve the accuracy of the NOE factors, the dynamic NOE se- 
quence [52, 53] can be used to obtain a series of NOE build-up spectra as 
a function of the time between switching on the decoupler and the observe 
pulse. A non-linear fit of peak intensities can thus provide the NOE factor 
[53]. This procedure should minimize systematic errors, and the fit provides 
an estimate of the relative error in the NOE parameters. 

A few comments regarding NOE measurements for larger molecules or 
biomolecules in aqueous solution are appropriate. The methods of choice, 
for sensitivity and resolution reasons, for these systems in water solution are 
usually inverse-detected experiments. The experiments consist basically of 
an equilibration delay and a saturation on/off step, followed by the I spin 
90 ~ pulse, I spin frequency-labeling, polarization transfer to the protons 
and proton detection. In addition, some form of water signal suppression is 
usually applied. The goal is to obtain accurate estimates of the signal in- 
tensities with and without a proton saturation period at the beginning of the 
sequence, but obtaining a NOE-free intensity turns out to be rather compli- 
cated in 15N experiments on peptides and proteins. The main complication 
is due to chemical exchange between the amide protons, whose resonances 
report the behavior of the nitrogens, and the solvent water protons. This 
exchange process has several consequences. One issue that needs to be 
considered is the length of the equilibration delay: it should be rather long, 
to allow full relaxation of not only the amide protons, but also the water 
protons. Otherwise, the partial saturation of the water signal will reduce the 
intensity of the signal which is supposed to be free of the NOE and increase 
the estimated magnitude of the 1 § r/value [20]. As discussed by Skelton 
et al. [21], the NOE's can be corrected for this effect [54]. The second 
issue is the effect of the water suppression. The NOE-free signal should be 
obtained without any irradiation of the protons between the equilibration 
delay and the first I spin pulse. In the original work of Kay et al. [20], a 
short period of water presaturation through a selective pulse is inserted at 
this point of time. In spite of using selective saturation of the water signal, 
one may have problems with measuring NOEs due to exchange between 
water protons and the amide protons. An alternative way is thereforeto 
apply a water suppression scheme just before the acquisition [55]. The use 
of pulsed field gradients to suppress the solvent saturation-transfer artifact 
in heteronuclear NOE measurements has also been suggested [22, 23, 56- 
58]. Another problem encountered in heteronuclear NOE measurements, 
discussed by Neuhaus and van Mierlo [55], is of a more trivial nature: 
the difference in the proton irradiation conditions between the spectra with 
and without the NOE creates a non-negligible temperature change in the 
salt-containing aqueous solutions. 
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